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Preface 

These proceedings contain lectures presented at the NATO Advanced Study Institute on 
Concurrent Engineering Tools and Technologies for Mechanical System Design held in 
Iowa City, Iowa, 25 May - 5 June, 1992. Lectures were presented by leaders from Europe 
and North America in disciplines contributing to the emerging international focus on 
Concurrent Engineering of mechanical systems. Participants in the Institute were specialists 
from throughout NATO in disciplines constituting Concurrent Engineering, many of whom 
presented contributed papers during the Institute and all of whom participated actively in 
discussions on technical aspects of the subject. 

The proceedings are organized into the following five parts: 

Part 1 
Part 2 
Part 3 
Part 4 
Part 5 

Basic Concepts and Methods 
Application Sectors 
Manufacturing 
Design Sensitivity Analysis and Optimization 
Virtual Prototyping and Human Factors 

Each of the parts is comprised of papers that present state-of-the-art concepts and methods 
in fields contributing to Concurrent Engineering of mechanical systems. The lead-off 
papers in each part are based on invited lectures, followed by papers based on contributed 
presentations made by participants in the Institute. 

The basic concepts and methods presented in Part 1 provide an overview of Concurrent 
Engineering concepts and technical approaches to integrating tools and technologies for 
multidisciplinary Concurrent Engineering of mechanical systems. While it is not possible to 
be comprehensive in treatment of the extraordinarily broad field of Concurrent Engineering 
of mechanical systems, these papers provide a balanced introduction to and development of 
underlying methods that support the integration of a wide variety of tools and technologies 
that now constitute the scope of Concurrent Engineering of mechanical systems and will 
continue to evolve during the decade. 

In order to be more concrete regarding implementation and use of tools and technologies 
for multidisciplinary Concurrent Engineering, specific application sectors are highlighted in 
Part 2. Even though technical aspects of the various mechanical system sectors addressed 
are quite different, a central theme of tool integmtion to support a broad range of discipline
specific applications, all deriving infonnation from a central database and returning results 
to the central database, is clearly evident. Much as in Part 1, the scope of applications 
addressed is only a modest sampling of the breadth of Concurrent Engineering applications 
that are currently under development and will continue to evolve in mechanical 
system design. 

Of special importance in Concurrent Engineering of mechanical systems are 
manufacturing considerations presented in Part 3. The sampling of manufacturing 
approaches presented highlights the importance of trade-offs that exist between design of 
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mechanical systems and manufacturing processes to be used in their fabrication. As 
indicated in the first two papers of Part 3, complex and diverse trade-offs exists between 
product design and the quality of the manufactured product, as well as approaches for 
optimizing designs for manufacturability and control of manufacturing processes. 

In view of the importance of trade-offs associated with Concurrent Engineering, design 
sensitivity analysis and optimization methods suitable for this purpose are presented in 
Part 4. Design sensitivity analysis methods that have emerged during the past decade are 
summarized and their use in design optimization involving a broad spectrum of disciplines 
is illustrated using selected applications. While work continues in developing and 
implementing design sensitivity analysis and optimization methods in specialized 
disciplines, a trend toward multidisciplinary trade-off analysis and design optimization 
is apparent. 

The emerging field of virtual prototyping and human factors associated with simulation
based design of mechanical systems is addressed in Part 5. High-speed dynamic simulation 
methods developed in the late 1980s are shown to provide the foundation for revolutionary 
new tools for real-time simulation of mechanical systems, at a design level of detail and 
fidelity. This new capability will permit operator-in-the-Ioop simulation for tuning the 
design of mechanical systems to the capability of the intended population of human 
operators. Realization of this new capability is shown to be dependent upon fundamental 
human factors analysis methods that involve both engineering and psychology specialists. 
This emerging field represents the essence of Concurrent Engineering, bringing both 
mechanical and human performance into an integrated environment where trade-off analysis 
and design optimization of operator-machine systems is possible. 

The extent and variety of the lectures and contributed papers presented in these 
proceedings illustrate the contribution of numerous individuals in preparation and conduct 
of the Institute. The Institute Director wishes to thank all contributors to these proceedings 
and participants in the Institute, who refused to be passive listeners and participated actively 
in discussions and contributed presentations. Special thanks go to M. Bender, 
L. Handsaker, R. Huff, M. Laverman, and D. Dawes for their efforts in planning and 
support for the Institute. Finally, without the financial support* of the NATO Office of 
Scientific Affairs, the US Army Tank-Automotive Command, and the NASA Goddard 
Space Flight Center, the Institute and these proceedings would not have been possible. 
Their support is gratefully acknowledged by all concerned with the Institute. 

January 1993 EJ. Haug 

* The views, opinions, and/or findings contained in these proceedings are those of the 
authors and should not be construed as an official position, policy, or decision of the 
sponsors, unless so designated by other documentation. 
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Basic Concepts and Methods 
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World-Class Concurrent Engineering 

Don P. Clausing 

Bernard M. Gordon Adjunct Professor of Engineering Innovation & Practice 
Massachusetts Institute of Technology, Cambridge, MA 02139 USA 

Abstract: World-class concurrent engineering is the modern way to develop new products. It 

features basic COnCUll'ent engineering (improved process and teamwork), enhanced quality 

function deployment (enhanced QFD), and quality engineering using robust design (Taguchi 

methods). This replaces the many dysfunctions, some of which are elegant, of traditional 

practice. The result is much better functionality, lower costs, and shorter development time. 

Keywords: concurrent engineering / product development / teams / QFD / robust design / 

Taguchi / optimization / quality 

1 Better Products 

World-class concun'ent engineering is the improved total development process for the develop

ment of new products that are competitive in the global economy. It combines the best 

engineering methods, the best management approaches, and the best teamwork to greatly reduce 

development time and all costs, improve quality, and increase product variety, all of which 

greatly improve customer satisfaction. But first, let us begin at the beginning. 

1.1 Basic Engineering-The Foundation 

The essential core of all development work is concept creation. We create concepts by combining 

our knowledge of engineering science, physics and matelials, with technological insights to 

achieve a new idea, Figure 1, a creative reall'angement of physics and matelials, occasionally 

brilliant. We cannot reall'ange the physics and chemistry and materials unless we understand 

them. A sound grounding in the engineering sciences is required. Likewise, we cannot invent a 

new mechanism if we have never seen a mechanism; technological insights provide the 

springboard to new technology. These are the fundamentals that engineers learn in engineeling 

school and during the first few years of industtial practice; they enable concepts to be created. 

However, concept creation is not enough for success. 
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PHYSICS + MATERIALS + TECI~~?ci-~~CAL = INVENTIONS 

Maxwell's Equations 
V·E='£" 

eo 
VxE=_t1B 

V.B=Q iJt 
c2V x B = 1.. + aE 

eo iJt 
Conservation of Charge 
V. j=_ ap 

iJt 
Force Law 
F=q(E+VxB) 

Law of Motion 
dP =F 
dt 

Gravitation 
F=_Cm111l:l e 

r2 r 

Figure 1. Concept Creation Process 

Will the concept work? Not necessalily; many concepts are not feasible. When design is in 

conflict with physics, then physics always wins. This is the overwhelming case for the 

engineering sciences as the required foundation for all product development. !fthe inertial forces, 

Poynting vectors, and entropy changes are not carefully planned in concert with nature, then the 

product is doomed to failure. Perpetual motion machines are the classical examples. 

The undergraduate engineering cUl1"iculum typically includes one or two design courses. 

These concentrate on creative concepts and feasibility, the assurance of a first-order compatibil

ity with the laws of nature. This limited introduction is partial design. 

The basic engineering curriculum is the foundation for success in product development. 

Newtonian mechanics, electromagnetic theory (Maxwell's equations), thermodynamics, and the 

mathematics to succinctly summatize and apply this collective experience must be at the core of 

all device developments. The specialization of these to mechanisms, circuits, and energy 

converters, and an introduction to pattial design, enables simple devices to be developed so that 

they function well. 

Getting the engineering fundamentals right is the foundation for a good product. However, 

two products can both have the mechanisms and circuits very competently done, yet differ greatly 

in their success. They can differ in important ways in their responsiveness to customer needs, the 

viability of the core concepts, the producibility of the design, the robustness of its functional 

quality, the economical precision of its production, the success of integration, the effective use 

of standardization, and strategic impact. 
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It is the intent of this article to go beyond the engineering fundamentals to communicate the 

structured, disciplined practices that build on the fundamentals to make the critical difference 

between success and failure in product development. These practices are essentially independent 

of the specific type of product, applying to mechanisms, circuits, energy converters, and 

structures. These are the basic principles for product success. 

1.2 Beyond The Basics 

Beyond the basics, engineering science and partial design, success with products is achieved by 

total development. The improved total development process builds on the engineering sciences 

and partial design with the successful approach that addresses customerneeds, concept selection, 

functional robustness, integration into the total system, beneficial standardization, producibility 

and maintainability, and strategic coherence for corporate success. 

Success with products requires the improved total development process for bringing new 

products into being, starting with customer needs and ending with the product in production. 

Total development is the link between strategy and partial design. This relationship is displayed 

in Figure 2. 

SUCCESS WITH PRODUCTS 
PEOPLE HELPING PEOPLE 

PEOPLE 
(SOCIETY) 

' . 

PRODUCT PEOPLE 

STRATEGY 

ENGINEERING SCI ENCES 

.. .. -.... : ... . ; .: . : .:. ; ... . : .: . : .; .;. ' .. 

Figure 2. Roles of Product People 

PEOPLE 
(SOCIETY) 
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Total development and production are the linked activities in which product people help all 

people (society). The needs of society are received within the total development activity (left side 

of Figure 2), and retumed to society as new products (right side of Figure 2). The improved total 

development process incorporates the application of the engineering sciences and partial design, 

and successfully address customer needs, concept selection, robust functionality, integration, 

standardization, producibility, and strategy. First, let us examine the frequent problems. 

1.3 Problems In The Heartland 

The young engineer with a few years of design experience in industry has mastered partial design. 

Unfortunately, many product development activities have moved only a short distance beyond 

partial design. The product development process has not been the subject of much study; there 

is much opportunity to improve it. 

The MIT Commission on Industrial Productivity, in its report Made in America 1, found that 

six weaknesses hamper American manufactming industries. The two weaknesses that are most 

relevant to product development are (1) technological weaknesses in development and produc

tion, and (2) failures of cooperation. Technological weakness seems paradoxical, as the United 

States is widely believed to be the technological leader of the world. However, the strength of 

the United States is in research and advanced development, creating new technological concepts. 

Sustained commercial success requires excellence in rapid development of concepts into high 

quality, low cost designs. Ralph Gomory, formerly senior vice president for science and 

technology at IBM and more recently the president of the Sloan Foundation, observed: "You do 

not have to be the science leader to be the best consumer of science; and you do not have to be 

the best consumer of science to be the best product manufacturer."2 

The MIT Commission noted: "In the United States outstanding successes in basic science 

and in defense research have left the product-realization process a poor cousin." Product 

realization is another term for total development. Let us define the traditional product develop

ment process as that which was dominant in the 1950's and 1960's, and which has remained in 

widespread use in the early 1990' s. Often it is little more than partial design, further encumbered 

by a management bureaucracy that adds insufficient value. 

According to an old Chinese proverb, "If we do not change our direction, we might end up 

where we are headed." Thus, we gain insight by being aware ofthe problems with the traditional 

process, so that we can overcome them for the future. The remainder of this description of 

problems in the heartland is based on the findings of the MIT Commission, which in tum received 

much help from the work of Kim Clark and Takahiro Fujimoto, which has now been published 

as a book.3 

Many problems with the traditional processes are cited: difticulty in design for simplicity and 



www.manaraa.com

7 

reliability, failure to pay enough attention at the design stage to the likely quality of the 

manufactured product, excessive development times, weak design for producibility, inadequate 

attention to customers, weak links with suppliers, and neglect of continuous improvement. The 

process and management suffer from a lightweight program manager, fuzzy objectives and roles 

at the outset, and serial development. Lightweight program managers have insufficient authority 

relative to the functional "silos" in the organization, with the result that there is inadequate 

concentration on the specific products, and decisions are slow in being made. Inadequate 

consensus at the outset leads to considerable divergence and chaos as the work progresses. Serial 

development has been caricaturized as the "throw it over the wall" style. A group does work and 

makes decisions, and throws them over the wall to the next group. This creates great problems 

in wasted time, weak understanding, and inadequate commitment to earlier decisions. 

The MIT Commission observed: 
"The key to major additional rednctions in product ·development time will be to make further progress 

in what mannfacturing specialists tenIl "design for quality" techniques. The challenge here is for proouct

development teams to arrive at a product design that has been systematically optimized to meet customers' 

needs a~ early a~ possible in the development project. TIle design must be robust enough to ensure that the 

product will provide customer satisfaction even when subject to the real conditions of the factory and 

customer nse. The more problems prevented early on through careful design, the fewer problems that have 

to be corrected later through a time-consuming and often confusing process of prototype iterations." 

Inadequate attention to customers' needs and weak development of robust quality are major 

shortcomings of the traditional process. 

The traditional approach emphasizes specialized excellence, all too often at the expense of overall 

success. Cloistered groups of technical specialists looking inward within their own specialty can be 

ovelwhelmingly competent at a specialized conference, but the result in a product development 

program usually lacks integration and often focuses on suboptimal objectives. Brilliant results are of 

little value if within the receiving group they are little noted nor long remembered. Also, the brilliant 

results are often answers to the wrong question. High-bay, automated inventory storage and retrieval 

systems were a blilliant solution to the objective of the matetials management specialty, the improved 

storage and rettieval of inventory. Amuch better approach was to redefine the objective: minimization 

of inventory; which led to JIT production. Although this example is from production operations, the 

same problem is prevalent in product development. 

The problems can be summarized as two problems: (l) failure of process, and (2) failures of 

cooperation. During the same time that the MIT Commission was doing its work, the CEO of a 

Japanese company said, "In the United States you have all-star teams, but you keep losing all of 

the games." Why do all-star teams lose games? If a championship team plays an all-star team, 

for example, if the Super Bowl winner were to play the NFL all stars, the championship team will 

normally win because they have a better game pla/1 and better team work. The findings of the MIT 

Commission and the sports metaphor give the same message; the traditional approach suffers 

from a weak development process and weak teamwork. 
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1.4 Improved Total Development Process-An Overview 

The improved total development process (rrDP) has three major elements: basic improvements 

in clarity and unity, enhanced quality function deployment (EQFD), and quality engineering 

using robust design. There is little common usage about nomenclature. The term concurrent 

engineering is widely used, although some prefer the synonym simultaneous engineering, or 

other names such as integrated product and process development. As Shakespeare said, "A rose 

by any other name smells just as sweet." In this article the names improved total development 

process (rrDP) and world-class concurrent engineering will be used as synonyms. Then the basic 

improvements in clarity and unity can be known as basic concurrent engineering, which has been 

implemented by many American companies during the 1980's, and has become the subject of 

many conferences and seminars. Most of the companies who have implemented basic concurrent 

engineering are not nearly as far along in their practice of enhanced quality function deployment 

(EQFD) and quality engineering using robust design. Therefore, their results have been both very 

promising and somewhat disappointing. The entire improved total development process is 

needed for success in the global economy. 

Basic concurrent engineering consists of two elements: (1) improved process (better game plan), 

which provides greater clarity to the activities, and (2) closer cooperation (better teamwork), which 

creates greater unity within the team that does the work. Thus, basic concurrent engineering addresses 

the problems that were found by the MIT Commission on Industrial Productivity, and which were 

supported by the sports metaphor; all-star teams losing games. Basic concurrent engineering is 

essentially basic improvements in clarity and unity. The improved process (better game plan) that 

provides improved clarity has four plimary features: (1) conCUlTent process, (2) focus on quality, cost 

and delivery (QCD), (3) emphasis on customer satisfaction, and (4) emphasis on competitive 

benchmarking. 

In the conCUlTent process, key activities are done together at the same time-a big improvement 

over the traditional sequential, throw-it-over-the-wall style. As an example, process engineering to 

prepare for production is done concurrently (simultaneously) with the design of the product. 

The closer cooperation (better teamwork) that improves unity consists of: (1) integrated 

organization (multifunctional teams), (2) employee involvement (participative management), and (3) 

strategic relations with suppliers. 

Beyond basic concurrent engineering we need a strengthened approach to the satisfaction of 

customer needs and to the consistency of the product performance. Enhanced quality function 

deployment (EQFD) and quality engineeling using robust design provide dramatic enhancement 

within the improved total development process by providing these capabilities. Together they 

provide strong responsiveness to the voice of the customer, the viability of the core concepts, the 

robustness of functional quality (consistency of product performance), the economical precision 

of production, the success of integration, and the effective use of standardization. 
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2 Basic Concurrent Engineering 

The heart of basic concurrent engineering is the concurrent process that is carried out by a 

multifunctional product development team (PDT). Product design, production-process engi

neering, field-support development, and all other elements of product success are addressed from 

the beginning as an integrated set of activities and objectives. The ideal is simple: one team 

working on one system in one total development activity, all focused on the benefit of the 

customer. The system is the product, the production capability, and the field-support capability. 

The design parameters, production parameters, and field-support parameters all integrated 

together detine the unified system. It is the responsibility of the PDT to define and quantify all 

of the parameters in one total development activity. 

The major benefits of the basic conCUlTent engineering stem from a few principles: (1) start 

all tasks as early as possible, (2) utilize all relevant information as early as possible, (3) everyone 

participates in defining the objectives of their work, (4) operational understanding is achieved 

for all relevant information, (5) a strong commitment is made to adhere to decisions and utilize 

all previous relevant work, (6) decisions are made in a single trade-off space, (7) decisions are 

robust, overcoming a natural tendency to resort to quick, novel decisions, (8) trust among 

teammates, (9) the team strives for consensus, and (10) the team uses a visibleconculTent process. 

All of these principles seem to be unexceptionable. However, the experienced reader will 

recognize that in the traditional process they have been frequently violated. 

The essence of the concurrent process and the multifunctional PDT is both simple and subtle. 

The mind cannot literally work on two tasks concUlTently (at least not consciously). In the 

conCUlTent process, frequent infOlmation exchanges occur at the level of the small tasks. In the 

traditional process, the work blocks were huge before information transfer occurred. At the micro 

level the tasks in the concurrent process are sequential or iterative, but atthe macro level the effect 

is the concurrent process. The difference between two people being members of the PDT and the 

alternative in which they are assigned to the same project, but remain in separate organizations, 

may seem small, but it is critical. If they are not members of the same PDT, the probability is 

greatly increased that some of the ten Plinciples above will be violated, with a very detrimental 

effect on the development program. When an individual's plimary allegiance is to a cloistered 

group of functional specialists, the specialty will be performed elegantly, but usually with 

inadequate benefit to the overall development program. When an individual is a member of the 

PDT, he or she is much more likely to participate in defining the objectives of their work, and 

thus the objectives are likely to be both more relevant to the program and better understood by 

the participants. Often the detinition of the objectives is the difficult part of any task. Membership 

in the PDT greatly improves this. Membership in the PDT also greatly improves the exchange 

of information. Otherwise the communication is apt to be couched in terms that are dear to the 

functional specialty, but not fully understood by other people on the program. Membership in the 
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PDT greatly increases the probability that the individuals and small groups will help others to 

effectively utilize the output from their work, going beyond a perfunctory communication. This 

greatly improves understanding and commitment to the decisions that are made, which are vital 

success factors. 

2.1 Concurrent Process 

In the best form of concurrent engineering, the design of the production system and the field

support system is started early, concurrently with the design of the product, Figure 3. This has 

five major benefits: (I) the development of the production and field-support systems has an early 

start, (2) trade-offs are made among design, production, and logistics concurrently, as one 

system, (3) good design for manufacturability and field supportability are facilitated, (4) the 

production and field-support people gain a clear understanding of the design, and are committed 

to its success, and (5) prototype iterations are reduced, because the design is more mature before 

the first full-system prototypes are built. 

An additional facet of concurrent engineering occurs even earlier in the product developmell1 

cycle, during completion of the system concept. In the past it was common for market research 

to determine customer/user needs, throw them over the wall to planning, who outlined the 

requirements for the product and then threw them over the wall to product design engineering. 

This sequential development of the requirements and the system concept made it unlikely that 

the needs of the customer/user were adequately considered in choosing the system. These 

activities are now in best practice combined together and carried out by one multifunctional team. 

This is another application of the basic principles of concun-ent engineering. 

The best concun-ent process, envisioned in Figure 3, treats development as one activity that 

incorporates product, production system, and field-support system. There are no upstream and 

downstream activities in the traditional sense. Of course, in the natural flow of the work some 

things are done before others. Concepts are selected before detailed design, and production tools 

are designed before they are built, for example. However, the best concurrent process avoids the 

unnatural separation of work into "upstream" and "downstream" in accordance with organiza

tional rigidities. 

In the traditional process, tasks were clearly labeled product-development, production

capability-development, or tield-support-development, and the first type (upstream) were 

completed before the other two (downstream) were stalied. In the best concurrent process the 

tasks are not defined in this divisive style. All tasks now incorporate the product view, the 

production view, and the field support view. Sub tasks may still remain "pure." For example, the 

finite element analysis (FEA) is still usually done by a specialist. However, the utilization of the 

results is now much more beneficial. The FEA specialist works closely with a subsystem design 
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team, for the frame for example. The FEA is combined with producibility and used to minimize 

the deflection and cost of the frame. The FEA specialist works closely with the subsystem team 

to define the objectives of the FEA and then presents the results to the team in a format that can 
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Figure 3. Concurrent Process 

be easily understood and utilized by the team. The FEA specialist works with the team to help 

in the application of the results, probably as electronic data, in optimizing the frame design to 

achieve minimum cost and def1ection-producibility and functionality optimized together. For 

the duration of this task the FEA specialist is effectively a member ofthe team. Contrast this with 

the dysfunctions of the traditional process. The FEA specialist received drawings of the 

preliminary frame design, did the FEA, and tossed the printout "over the wall" to the frame design 

engineer-no team, so producibility was not considered. Commonly the design engineer put the 

FEA results on the shelf to collect dust, occasionally pulling them out to be used as a talisman 

to ward off "evil" managers and other status seekers (people whose main job was to roam about 

seeking the status of all activities). Even when the design engineer wanted to use the FEA, it was 

difficult because of an inconvenient format If this barrier were overcome, the FEA was typically 



www.manaraa.com

12 

used to assure that some det1ection specification was not exceeded-not optimization, and 

producibility (downstream activity) was not considered. Multiply this vignette by a thousand, 

and the superiority of the concurrent process is apparent. 

The ideal process is to have one activity that addresses all parameters in the total system. In 

the traditional system the total set of parameters that must be detined and quantified is separated 

in three ways: by stage, subsystem, and discipline. In a complex system this easily creates several 

hundred cells, each with its dedicated set of parameters. Suboptimization is done within each cell, 

with very inadequate attention to parameters that lie outside of that cell. 

The best concurrent process eliminates the partitioning into the cells. All parameters that are 

relevant to the decision are considered in making each decision. The objective is to make the 

process seamless. In basic concurrent engineering the seamless process is achieved to a very 

useful degree by forming the multifunctional product development team, and strongly encour

aging and motivating it to use the seamless process. (This is not completely sufficient; enhanced 

quality functional deployment and quality engineering using robust design are also needed). 

2.2 Multifunctional Product Development Team 

Overview: In the best form of basic concurrent engineering each product is developed by a 

multifunctional product development team (PDT). All decisions about the product design, 

production system, and field-supp0!1 system are made by the PDT. Although the PDT must grow 

and then later shrink in size, while changing its composition somewhat, there is never any sudden 

change. In particular, at the transitions in process phases, represented by the vertical lines in 

Figure 3, there are not any sudden changes in the PDT. Continuity is maintained, so that throwing 

over the wall is avoided. All decisions are made with the full participation of the people with all 

of the relevant functional knowledge. 

Basic concurrent engineering is best catTied out by a multifunctional product development 

team (PDT) led by a strong product manager. All functions of the corporations should participate. 

People who are doing significant work for the specific product development program should be 

part of the PDT while they are doing this work. There is a vast psychological difference between 

doing a task within a support group and doing it as a member of the PDT. As a PDT team player 

the contributor will (1) understand the specific requirements, (2) have the necessary close 

communications with other members of the PDT, and (3) be dedicated to the utilization of the 

task results to make design decisions. All three of these have a much lower probability of 

happening if the contributor remains out~ide of the PDT. 

Specialization: The effectiveness of the PDT is strongly influenced by the generalist-specialist 

spectrum of capability and style. Prior to 1940 most of product development was done by 

generalists, Figure 4, and the problems of segmentalism were not usually severe. This approach 
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Figure 4. Dy.~functional Specialization 

sufficed for products that were not high in technical sophistication. However, during the period 

of 1940 to 1960 the shOltcomings of this approach became obvious, and the emphasis was shifted 

to technical depth and sophistication. However, this led to segmentalism, Figure 4, cloistered 

groups of technical specialists looking inward within their own specialty. This caused tremen

dous problems that concurrent engineering is now overcoming. 

The successful PDT utilizes a balanced modulation of specialization, Figure 5. Even the most 

specialized people broaden themselves sufficiently so that they can communicate effectively 

with the internal customers for their work. The core of the PDT consists of people who are not 

narrow specialists, but combine a good combination of breadth and depth, curve 2 in Figure 5. 

Thus, the traditional product design engineers become quite knowledgeable about production, 

and traditional production-process engineers become knowledgeable about customer needs and 

product function. This enables them to function effectively as a team; to work on the complete 

set of parameters as one system to be developed in one activity. 

The FEA specialist who was mentioned earlier is a good example of the new model in 

specialization. In the days of dysfunctional specialization, the FEA specialist was an example of 

the segmented specialist in Figure 4. The FEA specialist did not understand design and 

production, and the design and production people did not understand FEA. Therefore, they often 

did not reach a common definition of objectives, and the FEA results were thrown over the wall 

in a format that the design and production people did not interact with effectively. Now in the new 

model PDT they have all broadened sufficiently to reach common objectives and utilize the FEA 

to quickly improve cost and quality early in the development process. 

The example of FEA can be taken another step. Should sophisticated design tasks be done 

by specialists, or should they be moved into the work domain of the core PDT people? Should 
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the design engineer do the FEA or go to a specialist? If the design engineer can do the FEA, that 

is preferred because it avoids human-interaction process loss. As computers become more user 

friendly, the design engineer can incorporate more and more specialized tasks into his or her 

pOltfolio of capabilities. Specialized knowledge is utilized both by blinging specialists into the 

PDT and by making the knowledge available to the core PDT people via user-friendlycomputers. 

The best balance between the two is constantly evolving by a process of continuous improve

ment. The same principle of broadened perspective to enable effective cooperative work applies 

here also. The specialists and the core PDT people must cooperate to produce computer systems 

that are effective in the PDT environment. 

The Team Is A Start: The formation of the multifunctional PDT is a good start, but teams can 

go wrong with disastrous results. Hosking and Morley4, based strongly on the work of Janis, have 

analyzed the nature of the problem (1) "stress generates strong need for affiliation within the 

group." "People who have misgivings keep silent and increasingly give the benefit of the doubt 

to the emerging group consensus." (2) The team members seek to "avoid the stress of actively 

open minded thinking." They tend to focus on the popular option, and use "non-vigilant 

infOlmation processing" to downplay the risks that later become all too obvious. 

Overcoming the possible dysfunctions of teams is straightforward. Teams use vigilant 

infOlmation processing, which is the improved total development process. Also, teams can help 
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themselves by simply being on guard against the problem; teams are not a mystical panacea. The 

improved total development process (ITDP) helps the team to be vigilant in processing 

information. The successful team runs down a clear path between facile consensus on the one 

hand and egocentric disputatiousness on the other hand. 

Applications: Two of the early, outstanding successes with basic co-ncurrent engineering in the 

United States were at Ford and Xerox. At Ford the development of the new Ford Taurus was done 

by Team Taurus led by Lew Veraldi during 1980 to 1985. This was a heavyweight product 

manager mode, and was judged to be far more successful than the previous lightweight product 

manager mode. Lew Veraldi: "Teamwork was a major factor in the success of Taurus and Sable. 

Early and dedicated involvement by all members of the team was key."5 

At Xerox the change was even more radical. Implemented by Frank Pipp when he became 

manager of copier development and production, the change in 1982 was to the independent PDT 

(no functional homes). This has been highly successful in completing the development of the 10 

series (Marathon) copiers, and in developing the more recent 50 series. 

No matter what form the organization takes, there will still be boundaries that must not be 

allowed to create a throw-it-over-the-wall style. The modes that focus on the product have been 

the most successful. The product-oriented PDT using the concurrent process has been found to 

be much more successful than functional groups using a sequential process. The switch to the 

multifunctional PDT using the concurrent process can be made in less than a year with strong 

leaderships. Examples are Lew Veraldi and Team Taurus and Frank Pipp and the Xerox PDT's, 

both in the early 1980's. 

2.3 Other Enablers 

In addition to the multifunctional PDT practicing the concurrent process, there are three other 

improvements for a better game plan, and two for better team work. The process improvements 

that reinforce the concurrent process are: (1) focus on quality, cost, and delivery (QCD), (2) 

emphasis on customers satisfaction, and (3) emphasis on competitive benchmarking. The two 

improvements that reinforce the multifunctional PDT are: (1) employee involvement, also 

known as participative management, and (2) strategic relationships with suppliers. 

One aspectofthe better game plan is the focus of all activities on the quality, cost, and delivery 

(development schedule) of the new product. This overcomes many fragmented bits of game plans 

with other local objectives, which often have adverse effects on quality, cost, and delivery 

(QeD). In the past much work that appeared very elegant by some functional criteria eventually 

was found to add little to the QeD of the pmduct, and in many cases was actually dysfunctional. 

The focus on QeD is part of the general approach of utilizing all relevant information to make 

decisions that satisfy all of the relevant objectives. 
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Another aspect of the better game plan is the emphasis on customer satisfaction. Internal 

corporate metrics are de-emphasized, and replaced by responses from customers. The emphasis 

on customer satisfaction extends throughout all of product development, and all other corporate 

activities. All objectives are put to the test of the effect upon the customer. Much effort is devoted 

to learning and understanding the opinions of customers. This extends from the customers' needs 

at the start of a new development to the reactions of the users of the finished product. 

The fourth aspect of the better game plan is the emphasis on competitive benchmarking 

(CBM). Not only are the products benchmarked against the best of the competition, but also all 

processes are subject to being benchmarked. Concurrent engineering itself is to a considerable 

extent the result of competitive benchmarking, which is applied to many detailed sub-processes 

within conCUlTent engineeling, and is important for continuous improvement. The MIT Commis

sion found that parochialism was a major weakness of American companies. It is very unlikely 

that a large percentage of all improvements around the globe will occur within one organization. 

Therefore, an important element of success is vigilance in finding, understanding, bringing in, 

and implementing major improvements. 

The second aspect of closer cooperation, reinforcing the multifunctional PDT, is employee 

involvement and participative management. The full talents of all people are utilized, and 

responsibility is decentralized to local areas of expertise and actionability. 

The third aspect of closer cooperation is strategic relationships with suppliers. In addition to 

the corporation blinging its own production-capability and field-suppOlt-capability people 

upstream to workconcurrently with the product design engineers, it is also an essential element 

of concurrent engineering to bring in suppliers to playa major role in the design of the new 

product. 

2.4 Summary 

Basic concurrent engineering is a significant improvement in game plan and teamwork relative 

to the traditional functional, serial process. The better game plan is the concurrent process, 

reinforced by emphasis on quality, cost, and delivery, customer satisfaction, and competitive 

benchmarking. Better teamwork is achieved by the multifunctional product development team 

(PDT), reinforced by participative management and strategic relationships with suppliers. 

Basic concurrent engineering makes large improvements; Ford and Xerox made major 

comebacks in the early 1980's by switching to it. However, even more vigilant information 

processing is needed for global competitiveness. Enhanced quality function deployment and 

quality engineeling using robust design combine to elevate basic conCUlTent engineering to 

world-class concurrent engineeting. These are introduced in the next section. 
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3 Better Decisions 

Global competitiveness requires vigilant information processing that goes beyond basic concur

rent engineering. The development program starts with broad goals which are then focused by 

customer needs, and a complex product requires millions of decisions to can·y it into production 

and into the marketplace. Inevitably, most of these decisions can be and must be made by 

individuals, based on experience. Utilizing experience includes the use of analyses, the most 

concise records of experience. It also includes the use of handbooks, computerized records, and 

other repositories of experience. 

In developing a complex product, there may be 10 million decisions to be made. Most of them 

are within the realm of individual expelience. However, the roughly ten thousand most critical 

decisions require more attention, and most of them do not lie entirely within the experience of 

any individual. However, collective expelience properly concentrated is sufficient. The right 

multifunctional team using a disciplined approach can make good decisions. The plimary 

approach for these decisions is Quality Function Deployment (QFD)6, now extended into 

Enhanced QFD (EQFD).1 

Still fewer decisions, perhaps roughly one thousand, are very critical and cannot be made 

successfully on the basis of even the collective team experience. These decisions must be amved 

at by systematic optimization. The process that has been found most broadly useful in total 

development work is Dr. Taguchi' s System of Quality Engineering using Robust Design. 8,9 This 

also uses teams, and EQFD can be effectively used to lead into Dr. Taguchi's optimization 

system. 

In addition to the benefits of collective team experience and systematic optimization, the 

improved total development process is also superior to the traditional process in having a strong 

focus on the customer, in emphasizing problem prevention, and in using visual, connective 

methods to further strengthen team perfOlmance. In the traditional process there has been 

insufficient attention to the customer. Instead the work has often focused on satisfying the 

professional standards of cloistered groups of technical specialists, to the detLiment of customer 

satisfaction. Basic concurrent engineering greatly improves this by emphasizing customer 

satisfaction, and QFD further improves the effectiveness of meeting customer needs. 

In basic concurrent engineeling decision making by teams is a key feature, and simple team 

problem solving methods are used. In EQFD this is taken much farther by using visual, 

connective methods. These methods use large visual displays, usually on a wall, to help the team 

to concentrate on the decision and the relevant information. Usually these displays are on paper, 

and vary from a few feet in both dimensions to as large as five feet by fifteen feet. Many of them 

also provide connectivity; the output from one activity becomes the input to the next. 

The improved total development process (world-class concurrent engineering) focuses on 

the cllstomer with a problem-prevention style that uses team experience to make decisions with 
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the help of visual, connective methods, which also lead into systematic optimization for the most 

difficult and critical decisions. This is summarized in table below. 

BASIC TAGUCHI 
RADITIONAL CONCURRENT E.Q.F.D. SYSTEM ENGINEERING 

BENEFIT Specialist Customer Customer Customer 

STYLE Reaction Prevention Prevention Prevention 

WHO Individual Team Team Team 

COMMUNICATION Over the wall Verbal Visual, Connected UsesEQFD 

SOURCE Speciality Experience Experience .~ptimization 

Basic conCUlTent engineering by itself overcomes the problems of the traditional process to some 

degree. EQFD and Dr. Taguchi' s System of Quality Engineering greatly add to the vigilance of the 

information processing by the use of visual connected team methods and systematic optimization. 

EQFD provides a good entrance into optimization, and the two are most effective when integrated 

together. In summary, most decisions are made by individuals; this is partial design, which is a key 

foundation element within the improved total development process. To provide a much stronger 

framework for the partial design tasks, EQFD is practiced to effectively utilize team experience, and 

Dr. Taguchi's System is used when experience alone is insufficient. This is summarized in Figure 6. 

EQFD and Dr. Taguchi's System are critical to success with products. 

mlAGE DECISION STYLE 

Figure 6. Select the Right Decision Style 
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3.1 Enhanced Quality Function Deployment 

Quality Function Deployment (QFD) is a visual, connective process that helps teams to focus on 

the needs of customers throughout total development. Enhanced QFD (EQFD) builds on QFD 

to make it more relevant to complex products that are conceptually dynamic. 

QFD is a systematic process to help identify customer desires and deploy them throughout 

all functions of the corporation, remaining faithful to the voice of the customer. QFD has been 

evolved by development people in response to major problems in the traditional process. These 

are disregard for the voice of the customer, disregard of competition, consideration of specifi

cations in isolation, low expectations, little input from design and production in developing the 

product planning specifications, divergent interpretations ofthe specifications. lack of structure, 

lost information, and weak commitment to previous decisions. 

Another view that helps to further understand the nature of the problem is to observe the strong 

vertical Olientation of the traditional organization, Figure 7. The analogy with vertical fibers in 

a fabric has been emphasized by the late Professor Ishikawa, one of the founders of total quality 

management. A fabric with strong fibers in only one direction will be velY weak. The strong 

vertical fibers have also been spoken of as silos or chimneys. Each vertical fiber, or chimney or 

silo, contains cloistered groups of specialists, looking inward within their specialty. The vertical 

cloisters of specialists are good for deploying the voice of the executives vertically, for enabling 

fast trackers to rise quickly, and for polishing specialties to a blilliant luster. Unfortunately, new 

products do not move through the organization veltically. They must move through the 

organization hOlizontally, starting with the customers and returning to the customers. QFD is a 

strong weaver of hOlizontal threads to provide a strong organizational fabric, overcoming the 

traditional weaknesses of the vertical Olientation Figure 8. 

I CEO I 

Figure 7. Vertical Orientation 
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I CEO I 

Figure 8. Strong Organizational Fabric 

QFD helps the multifunctional team to deploy the voice of the customer out into production 

operations on the factory floor. To start this process QFD uses the House of Quality to do the 

planning for the new product. 

House of Quality: The House of Quality is a large visual format that the multifunctional team 

uses to plan the new product. By eliminating much rework that has traditionally been done later 

in the development process. The House of Quality greatly reduces the development time, in 

addition to providing greater customer satisfaction as a result of the much sharper concentration 

on the voice of the customer. In the House of Quality the multifunctional team deploys from the 

voice of the customer to the corporate expectations for the new product. The House of Quality 

helps the team to maintain a high fidelity to the voice of the customer. 

The House of Quality format is shown schematically in Figure 9. The standard House of 

Quality has eight "rooms," each representing a different facet of product planning. Room I is the 

voice of tlle customer, in the customers' language; the needs and desires of the customers. An 

example, from a famous QFD that was completed at Toyota Autobody in 1979, is the van will 

not rust while carrying fresh fruit, nor as a result of being washed in an automatic car wash. It 

is critically important to capture the customers' perspective in the corporate language. This is 

recorded in Room 2 of the House of Quality. An example from the Toyota Autobody QFD is will 

not rust at the edges (~fthe sheet metal, a well-known site for severe rusting to start. Note the very 

great difference in perspective between the engineers, who thought about technology, and the 

customers, who thought about uses of the product. It is one of the great strengths of QFD that it 

helps to connect technology and uses. 

To overcome the traditionally poor translation from the voice of the customer into corporate 

expectations, the House of Quality has Room 3, the relationship matrix. This helps the team to 

verify and improve the fidelity of the translation. Once the multifunctional team has reached 
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consensus on the first three rooms, an excellent start has been made on improved product 

planning. The customers' needs are clearly stated in corporate terms that are well understood in 

the same way by the team. 

To help achieve superiOlity, the House of Quality has the benchmarking Rooms 4 and 5. 

Room 4 is benchmarking from the perspective of the customer, while Room 5 is technical 

benchmarking within the corporation. The two sets of benchmarkings are compared for 

consistency, and further iterations are performed until consistency is achieved. 

In Room 6 each pair of specifications is considered for interference or reinforcement 

(synergy). This early identification of interactions among the specifications enables early 

planning to overcome inherent conflicts, much better than rework. 

Room 7 helps to plan the project. Typically it contains at least the importance of each 

corporate expectation (column) and the expected difficulty in achieving the expectation. If two 

expectations are both very important, both very difficult, and Room 6 shows that they are 

conflicting, then the strongest development effort should be devoted to them. 

Room 8 is the final objective for the entire House of Quality activity, the quantification of the 

corporate expectations for the new product. These numbers are strongly based on Room 5, the 

technical benchmarking, which provides strong guidance on the values that will characterize a 

superior product. The multifunctional team reaches consensus about the values that will bring 

success. Even more importantly they have a consistent understanding of the definition of each 

corporate expectation, and have a common commitment to achieving the goals for success that 

they have worked so hard to define in the House of Quality. 

HOUSE 
OF 

QUALITY 

Figure /). House (~f Qllality 
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To The Factory Floor: After the completion of the House of Quality, the multifunctional team 

uses QFD to deploy into design and production-process engineering, and thus into production 

operations planning, which defines the operations on the factory tloor. The output from each 

matrix is in the columns, which then become the input in the rows of the next matrix, Figure 10. 

The matrices of QFD provide connectivity. Production operations can be traced back to the 

customers' needs that are driving them, along the way finding the design and process engineering 

decisions that responded to the needs and led to the specific production operations. 

QFD has the advantages of visual, connective methods: (I) relevant information is found and 

used, (2) the large, visual formats focus the team discussion on the objectives of the work session, 

(3) the large displays allow the eye to rove over the relevant information, and logical connections 

are observed that otherwise would remain hidden, (4) the different types of decisions are 

connected; for example, product design and process engineering decisions are consistent and 

compatible, (5) the team members develop a common understanding about the decisions, their 

rationale, and their implications, and (6) the team members become committed to the common 

enterprise of implementing the decisions. In addition, QFD provides the added specific 

advantage of focusing all decisions on the voice of the customer. For these reasons QFD provides 

a very large increase in the vigilance of the information processing. When holistically integrated 

into the improved total development process, QFD provides very large benefits. Once the team 

becomes adept at captming the spirit of QFD, it becomes a tremendous organizational capability, 

which provides strong competitive advantage. 

QFD provides strong capability beyond basic concurrent engineering. However in its 

simplest fonn the total-system expectations are directly deployed into piece-part characteristics. 

This is straightforward to do for simple products that are conceptually static. However, for 

conceptually dynamic products the total system concept must be selected before piece parts can 

be considered. Also, for complex products the total-system expectations must be deployed down 

to the subsystem level and then to the piece part leveL Enhanced QFD (EQFD) has been 

developed to extend the applicability of QFD to dynamic, complex products. It also contains 

three enhancements to strengthen product planning. 

The most important of the enhancements is the Pugh concept sele(;tion process. to Although 

originally developed completely independently from QFD, it too is a visual, connective process, 

and therefore has proven very easy to integrate into QFD. As shown in Figure 11, the Pugh 

concept selection process can be used to develop the total system ar(;hitecture, subsystem 

concepts, piece-part wncepts, and production concepts. Although refelTed to as a selection 

process, it almost always leads to the generation of new concepts that did not previously exist. 

The criteria for the concept development and selection are based on the House of Quality, so that 

the total-system concept is responsive to the needs of the customers. The criteria are entered as 

the row headings, A, B, and C in the schematic of the concept selection matrix, Figure 12. 

Typically fifteen to twenty cliteria are used. The concepts are posted as the column headings, 
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Figure 11. Pugh Concept Selection Process 

often more than fifteen. The team chooses one concept as the initial datum to which all of the other 

concepts will be compared. If there is an existing dominant concept in the marketplace, then it 

is usually used as the initial datum. Otherwise, the team makes a quick judgment to pick a concept 

that seems to be very good, and it becomes the datum. Then the team judges each concept relative 

to the datum in its ability to satisfy criterion A. If it is clearly superior, then it is given a plus mark. 

If clearly inferior, it is given a minus mark. If it is not clearly superior nor inferior, then it is 

assigned S for "the same." The team judges all concepts on the basis of criterion A, and then 

proceeds to criterion B. As this evaluation is being done, much new insight is developed by the 

CRITERIA CONCEPTS 
I 

11 0 o ~ 
,. 

A + + I -

8 + 5 - 11 

c - + - ,1],1 

Figure 12. Concept Selection Matrix 
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team members. Commonly there are different initial perceptions about the evaluations, and the 

ensuing brief discussions add greatly to clear understanding of the concepts and the criteria. 

Frequently a team member will observe that if concepts 2 and 13 are combined, the result will 

be a superior concept. This hybrid is added to the matrix as a new concept. After several hours 

the matrix evaluations are completed, and the total scores are summed for each concept. 

However, the scores are not nearly as important as the insight that has been gained by the team. 

They now have a much clearer understanding of the type of concept features that will be 

responsive to the customer. The team agrees on additional work, and comes back together to run 

the matrix again in a few weeks. Typically roughly half of the Oliginal concepts have been 

dropped, but new and better concepts have been generated and are added to the matrix. The team 

iterates in this fashion until they converge on the dominant concept, Figure 13. The Pugh concept 

selection process greatly improves the capability of the team to move forward with a strong 

concept, and thus avoid much rework later in the development process. 

NUMBER 

OF CONCEPTS 

CONCEPT SELECTED 

Figure 13. iterative Convergence to Dominant Cancept 

Deployment down through the levels of the product, Figure 11, is done in matrices that are 

essentially the same as the basic design and process engineering matrices. Instead of deploying 

fOlward in the direction of the factory, the total system/subsystem (TS/SS) matrix and the 

subsystem/piece part (SS/PP) matrix deploy downward from total system level to the piece part 

level. Again the columns from one matlix become the rows of the next matrix. 
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In summary, EQFD is an extensive corporate capability that integrates the corporation 

holistically with a concentrated focus on customer satisfaction. The visual, connective process 

greatly improves team decision making that is based on the collective experience. 

3.2 Robust Quality-When Experience Is Not Enough 

The disciplined practice of EQFD goes far beyond basic conCUlTent engineering in integrating 

the organization together in a holistic pursuit of customer satisfaction. However, some of the 

most critical decisions must go beyond the limitations of experience, and systematically optimize 

to select the values for the critical design parameters that will most consistently achieve customer 

satisfaction. EQFD marshals the team's experience to identify the most critical parameters, and 

to judge the range that will be best. For example, a friction coefficient can be identified as critical, 

and experience teaches that the best value is probably between 1.5 and 2.0. Then systematic 

evaluations of perfOlmance in the range between 1.5 and 2.0 determine the best value. This is 

traditional good engineering. However, the real problem is more difficult. The team may identify 

13 critical parameters for a subsystem. It seems to be pmdent to evaluate three values for each 

parameter, the ends of the range and the middle point. This creates 313 ,1,594,323, options, a 

number that would be impossible to evaluate experimentally and difficult to evaluate for many 

analyses. The second difficulty is the objective. What metl1C, to be evaluated early in the 

development process, will best represent the eventual customer satisfaction? Customers want 

robust products, which go beyond mere feasibility to work well in actual conditions, maintaining 

performance close to ideal customer satisfaction even under adverse conditions. Quality 

engineering using robust design builds on EQFD to make still better decisions by optimizing sets 

of critical parameters to achieve robustness, products that consistently satisfy the customers. 

3.3 Robustness 

Robust products work well, close to ideal customer satisfaction, even when produced in real 

factories and used in real conditions of customer use. All products look good when they are 

precisely made in a model shop and are tested under carefully controlled laboratory condi

tions. Only robust products provide consistent customer satisfaction. Robustness also greatly 

shortens the development time by eliminating much of the rework that is known as build, test 

and fix. 

Robustness is small variation. For example, Sam and John go to the target range, and each 

shoot an initial round of ten shots, Figure 14. Sam has his shots in a tight cluster, which lies outside 

of the bulls-eye. John actually has one shot in the bulls-eye, but his pattern is widely dispersed. 

In this initial round John has one more bulls-eye, but Sam is the robust shooter. By a simple 
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.... 

6 o 
SAM JOHN 

Figure 14. Example of Robustness 

adjustment of his sights, Sam will move his tight cluster into the bulls-eye for the next round. John 

faces a much more difficult task. He must systematically optimize his arm position, the tension 

of his sling, and the other critical parameters that control the robustness of his shooting. This 

example reveals several important facts about robustness: (1) the application of the ultimate 

performance metrics to initial performance is often misleading; Sam had no bulls-eyes even 

though he is an excellent marksman. (2) Adjustment to the target is usually a simple secondary 

step. (3) Reduction of variation is the difficult step. (4) A metric is needed that recognizes that 

Sam is a good marksman, that measures his expected performance after he adjusts his sights to 

the target. 

Automobiles give further insight about robustness. Customers want a car that is not a lemon, 

that is robust against production variations. A lemon is a car that has production variations that 

cause great customer dissatisfaction. To overcome this the production processes have to be more 

robust so that they produce less valiation, and the car design has to be more robust so that its 

performance is less sensitive to production variations. The customers also want acar that will start 

readily in northem Canada in the winter, and will not overheat in southern Arizona during the 

summer; a car that is robust with respect to the valiations of the conditions of customer use. 

Customers also would prefer cars that are as good at 50,000 miles as when new; that are robust 

against time and wear. This example reveals the three sources of undesirable variation in 

products: (1) production variations, (2) variations in conditions of use, and (3) deterioration. 

These three types of noises inevitably cause some degradation of perfOlmance, some deviation 

away from ideal customer satisfaction. The optimization of robustness minimizes these devia

tions, and keeps performance economically close to ideal customer satisfaction. Once a product 

has been designed as far as possible by experience, then the systematic optimization of 

robustness quickly determines the best values for the critical parameters; the friction coefficient 

should be 1.7, when the collective team experience had nan'owed the range to 1.5 to 2.0. 

Robustness is the objective; for efficient optimization it is essential to define the best metries for 
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robustness. The exact metlics will depend upon the definition of ideal performance, analog or 

digital, static or dynamic, for example. Robustness goes far beyond mere feasibility, which 

simply requires one satisfactory operating point. Robustness expands upon this by developing 

a large region of satisfactory operating points, a region in which the product will nearly always 

lie, thus consistently providing customer satisfaction. Better decisions require clear statements 

of the objectives, and the metrics of robustness when applied early during the development 

process are powerful in achieving problem prevention. 

3.4 Taguchi's System of Quality Engineering 

Although there have been many independent approaches to robustness, by far the most complete 

and powerful has been developed by Dr. Genichi Taguchi starting in the late 1940' s. His system 

of quality engineeling using robust design is summarized in Figure 15. Lack of robustness causes 

the performance variations in the output from the product to be excessive, which produces large 

quality loss, the financial loss after the product is in the hands of the customer. The performance 

variations are caused by the three types of noises that aftlict the product. There are four activities 

to reduce the total cost, primarily quality loss and manufacturing cost: (1) product parameter 

design, the systematic optimization of the robustness of the product design, (2) tolerance design, 

to select the economical precision levels around the nominal (target) values, (3) process 

parameter design, the systematic optimization of the most important production processes so that 

they will inherently produce more consistent products, and (4) on-line quality control, prudent 

moDUCT 

r--- PAllAMETER 
DESIGN 

TOtERANCE 
DESIGN 

PROCESS 
PARAMETER 

DESIGN 

I QN.UNE 
NOISES 
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4 PRODUCT ..... PERFORMANCE QUALITY 
SYSTEM DEGRADATlONS -" LOSS 

Figure 15. Dr. Taguchi's System of Quality Engineering 
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intervention on the factory floor to further improve production consistency. The first activity, 

product parameter design, is the most powerful because it provides protection against all three 

kinds of noises. The remaining three activities all economically reduce production variations, one 

of the three types of noise that aft1ict the product. Although they are very valuable, these activities 

cannot help overcome the problems that are caused by the variations in the conditions of customer 

use nor the problems that stem from wear and other fOlms of detelioration. Therefore, the rapid, 

early optimization of the robustness of the product system is the most important activity in Dr. 

Taguchi's system. Now we will look in more detail at each of the eight elements of this system 

as displayed in Figure 15. 

Quality Loss is the financial loss after the product is in the hands of the customer. It is caused 

by the deviations from ideal performance. Of course, customer dissatisfaction can also be caused 

because the ideal performance is not what the customer wanted; the product planning did not 

follow the voice of the customer. In working on robustness we do not reconsider the product 

planning; our objective now is to avoid excessive quality loss that is the result of deviations from 

ideal performance as defined during product planning. A car with air conditioning may be said 

to be higher in quality as a result, but it is not more robust. Obviously there is more than one 

dimension to the total image of quality. Here we are considering one dimension, the discrepancy 

between actual performance and ideal performance. 

Two products, both of which meet the corporate specifications, can impart very different 

quality losses. Therefore, meeting specifications is a poor measure of quality. This is counter to 

the tradition that zero defects is sufficient. Zero defects is simply an interesting and sometimes 

useful, rather arbitrary, milepost on the road to quality improvement. Ideal performance is 

unobtainable, but it is a constant beacon that shows the direction for quality improvement. If 

lesser quality is taken as the objective, then achieving that quality will tend to stop all 

improvement, leaving us vulnerable to further improvement by the competition. Robust products 

reduce quality loss. 

Performance Variations cause quality loss; the customers are completely satisfied only by 

ideal performance. Insightcan be gained into the relationship between performance variation and 

quality loss by considering a case study that is based on a report about Sony color television sets 

that was published in the Asahi newspaper in the late 1970's. The top half of Figure 16 shows 

the production variation in color density from the Sony factories in San Diego and Tokyo, the 

design of the television sets being the same. The curves that are plotted are probability density 

functions; smoothed out histograms of the actual sets that were shipped. 

T represents the target color density that provides ideal customer satisfaction. The corporate 

specification limits are at T plus and minus five. All of the sets that were shipped from San Diego 

were within the corporate specitication limits, zero defects. The probability density function for 

the Tokyo factory is the normal (Gaussian) distlibution with six standard deviations within the 

specification range. From the probability tables we can read that the small tails that lie outside 
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A TALE OF TWO FACTORIES 

COLOR 
--T-_E5==-------.-T---.::::T!!-.+5--~DENSITY 

Dlelsl A IslelD 
QUALITY 
LOSS 

T-5 T 

$100 

T+5 

Figure 16. Quality Lo.u-The Modern Quality Paradigm 

the corporate specification limits contain 0.3% of the total sets; three out of every thousand sets 

that were shipped were "defective", that is they did not satisfy the corporation's definition of 

acceptability. Thus, San Diego was shipping zero defects, while Tokyo was shipping 0.3% 

defective; on the basis of per cent defects San Diego was doing better. 

However, grades are also placed on Figure 16; A grade being within one standard deviation 

of the target, B grade being the second standard deviation, and C grade being the third standard 

deviation. We see that Tokyo had about twil:e as many A sets as San Diego, and many fewer C 

sets. The customers really wanted A sets, so the Tokyo sets were pleasing twice as many 

customers. So which should we prefer, zero defects or twice as many pleased customers? 

To help us further analyze the compm1son. Dr. Taguchi developed the quality loss function, 

displayed in the bottom half of Figure 16. The abscissa is color density, as in the top half of the 

figure. The ordinate is the average quality loss per set. If we ship 1000 sets with color densities 

between 1.95 and 2.05 and their total quality loss is $16,000, then the average quality loss per set 

of $16 would be plotted at 2. Now there are two key observations that provide us with great 

insight. 

First we must associate a dollar value with the specification limit. The corporation has defined 

this to be the limit of acceptability, so the expected quality loss must be unacceptably high. The 

dollar value can be estimated as the cost of the countermeasure. At the specification limit many 
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customers will demand service. We know fairly accurately the average cost of such service, say 

$100, and enter this as the ordinate at T +5. We also expect this to be symmetrical, and therefore 

also enter $100 at T-5. Of course at the customer-satisfaction target T we expect the quality loss 

to be zero, so now we have three points on the quality loss curve. Now what shape do we expect 

the curve to have between zero and the specitication limits? 

The second key observation is to observe two sets near a specitication limit. Suppose we pick 

two sets from the assembly line, and measure their color densities to be T +4.99 and 5.01, one just 

inside the corporate specification limit, and the other just outside the corporate specification 

limit. Now let us position the sets in adjacent rooms, and walk back and forth between the two 

sets. Can we tell any difference in the two pictures? Of course not! The corporate specification 

limit is completely unnoticed by the customers. This means that the expected quality loss does 

not have a jump at the specification limit, but is continuous. The average quality loss at 4.99 is 

only slightly less that at 5.01. This is different from the concept of zero defects, which lumps all 

products within the corporate specitication limits together as non-defective, from which it might 

be inferred thatthe expected quality loss is zero and then jumps to a large value at the specification 

limits. It seems reasonable that the expected quality loss will increase slowly at tirst, anything 

in the A range will be considered good, and there will be little quality loss. Then the curve of 

expected quality loss will swing upward with increasing slope to the value of $100 at T +5. 

After considering these simple common sense observations, Dr. Taguchi proposed that the 

simplest approximation that conforms to reality is the quadratic quality loss curve that is shown 

in the bottom half of Figure 16. Actual quality loss curves undoubtedly differ somewhat, but the 

quadratic curve powerfully changes our thinking, and is sufticiently accurate for nearly all 

purposes. Furthelmore, it is relatively easy to determine, while the actual curve would be very 

difficult to detennine. 

Now let us apply Dr. Taguchi's quality loss function to the Sony production. We see that the 

Tokyo factory had about two thirds of its shipments in the A range, where the quality loss per set 

is very small. In contrast, the San Diego factory had nearly one third of its production in the C 

range where the quality loss per set is velY high. If we simplify by assuming that the San Diego 

straight line extends all the way to the specification limits, multiply the probability density 

functions by the quadratic quality loss function, and then integrate over all of the sets that were 

shipped, the result is that the expected quality loss from the Tokyo sets was one third of that from 

the sets that were shipped from San Diego. 

A major conclusion is that it more important to keep performance close to the ideal-customer

satisfaction target than it is to avoid a few defects. The fact that the factories were in San Diego 

and Tokyo is incidental, and even the normal distiibution curve is not the impOitant message. The 

objective must be to reduce the variance from the ideal-customer-satisfaction target. The quality 

loss, averaged over the entire population of products that are shipped, is proportional to the 

variance, expressed as: 

La = kV 
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This assumes that the mean value for all of the sets is equal to the target value. More completely 

expressed as: 

La = k[(m-T)2 + V] 

Good quality is a mean value that is near to the target and a small variance. The value of k is 

directly determined from the value ofL at the specification limit. Thus, $100 at five gives a k 

value of four. 

One of the great advantages of this understanding of quality is that it always provides a goal 

for continuous improvement. The value of the variance will never become zero, so we can always 

evaluate it, and make improvements if the cost is justified. One of the problems with intermediate 

quality goals, such as zero defects, is that they can be achieved, and then there is not any 

motivation for further improvement. However, a competitor may then greatly further reduce the 

variance, and gain competitive advantage. By concentrating on the variance, and the deviation 

of the mean from the target, we always know our exact position, and can determine the most 

productive areas for our quality improvement activities. 

A little reflection about the source of the shape of the probability density function for the San 

Diego factory leads to the conclusion that they were inspecting the sets after the final assembly, 

and only shipping the sets that were within the corporate specification limits. Sets that were 

outside of the limits had to be reworked. The inspection and rework cost money, increasing the 

unit manufactming cost (UMC). Tokyo was obviously not inspecting; their inherent quality was 

good enough so that they did not have to inspect, thus reducing their manufacturing cost. This 

is another lesson; robustness reduces the manufacturing cost. 

This learning about perfonnance is a key element of better decisions. The reduction of 

performance variance is an essential goal. 

Noises are the causes of the performance variations. When all conditions are nominal, then 

the performance is on target. Three type of noises aftlict products. The most important noise is 

the variations in the conditions of use by customers. The product will be used at high temperatures 

and low temperatures, high humidity and in dry conditions, at high voltage and low voltage, and 

in many other varying conditions that challenge the product. We product people have very little 

control over these conditions. Sometimes in exasperation we may exclaim that they should not 

have used the product that way, but customers are going to use the products as they see fit. 

Competitive advantage comes to the robust products that can best withstand the varying 

conditions of use. The second type of noise is production variations. The Sony case is an example. 

The third type of noise is wear and other forms of deterioratioh . .This is similar to production 

variations; the critical part characteristics deviate from their nominal values. Thus, the second 

and third type of noises are really the same, except one is the initial condition, while the other is 

time dependent. This time-dependent component of quality is often referred to as reliability. We 

do have control over the production variations, and during design we have some control over the 

rate of wear and other deteriorations. 
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The Product System is afflicted by the noises, which cause its output perfonnance to vary. We 

want the product to be robust, to dampen the effects of the noises, not passing them through to the 

output. Once the system concept is selected, robustness is achieved by finding and operating on the 

flat part of the response curve. However, in real systems there are many critical design parameters, 

and plotting response curves is not feasible. We need a direct engineering approach to fmd the flat part 

of the curve for the many-dimensional curves that represent realistic systems. 

Product Parameter Design is the optimization of the nominal values of the critical design 

parameters to achieve robustness in a short time. The process of robustness optimization is: 

1. Define objective; best metric 

2. Define feasible alternative design values 
3. Select some alternatives for evaluation 

4. Impose noises 

5. Evaluate performance of selected alternatives 

6. Select best design values 

7. Confilm robust performance. 

The most important guideline of all is to do the robustness optimization early so that problems 

are prevented. 

BEST METRICS concisely measure robustness, the perfonnance variation after the mean value 

has been adjusted to the target. The best metlics have been given the name signal-to-noise ratio. 

Signal refers to the perfonnance that we want, and noise refers to the variation of performance 

away from the ideal-customer-satisfaction value, which we do not want. Thus, we want a high 

signal-to-noise ratio. The terms signal and noise are used for both inputs and outputs. Earlier the 

three types of input noises were described. Now the noise in the performance output has been 

introduced as part of the signal-to-noise ratio. Usually it is clear from the context which is 

intended. 

For a television set the picture from the station is the input signal, and lightning and other 

electromagnetic disturbances are the principal input noises. The picture on the screen is the 

performance signal, and snow and other forms of picture degradation are the noises in the 

performance. The signal-to-noise ratio measures the ratio of good performance to undesirable 

performance for fixed values of the input signal and noises. Thus, in comparing different designs 

it is important to keep the input signal and noises fixed, or else the comparison of the performance 

signal-to-noise ratios will not be valid. 

FEASIBLE ALTERNATIVE V ALUES for the clitical design parameters are chosen primmily on the 

basis of engineering judgment. The multifunctional team uses EQFD, especially fault trees, to 

select the most clitical parameters. For a subsystem the team may plioritize the 20 most critical 

parameters, and then decide to use the top 13 in the initial optimization. The best judgment about 

the nominal value, based on experience including analyses, has already been exercised in the 

normal course of design. Now it seems prudent to also try a larger value and a smaller value, 

seeking improvement. Thus, commonly we use three feasible alternative values for each critical 
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design parameter. For 13 critical design parameters we have 313 or 1,594,323 combinations. It 

is easy to comprehend that the traditional poke and hope approaches are unlikely to find the 

needle in such a big haystack. 

SELECT ALTERNATIVES for evaluation so that a combination that is close to the optimum will be 

quickly found. It is better to have 95% of optimum performance in two months rather than obtain 98% 

of optimum performance in one year. When each clitical design parameter has three levels, there are 

two increments of vmiation, a total of 26 for the 13 parameters. In addition to variation we need to 

evaluate the mean value of perfOlmance, so a minimum of27 evaluations are necessary for 13 clitical 

design parameters at three levels each. It seems simple prudence to evaluate each level of each critical 

parameter nine times; we do not have any ba~is for prefening one level over another. Likewise, in 

consideling pairs of critical design pm·ameters, it seems prudent to select each combination an equal 

number of times. For three levels there are nine combinations of pairs, 1-1, 1-2, ... ,3-3, so for 27 

evaluations each will be selected three times. Finding 27 combinations that obey these common

sense guidelines, seems as though it might be quite difficult. Fortunately it has been done for us 

and tabulated in ready references. Combinations that obey our simple guidelines are called 

orthogonal an·ays. For three levels of 13 parameters the orthogonal array is referred to as the L27 

0l1hogonal an·ay. The L stands for Latin, which is rooted in the history of such arrays. The 27 

refers to the number of evaluations that are defined by the array. 

1 2 3 4 5 6 7 8 9 10 11 12 13 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 
2 1 1 1 1 2 2 2 2 2 2 2 2 2 
3 1 1 I I 3 3 3 3 3 3 3 3 3 

4 1 2 2 2 I I I 2 2 2 3 3 3 
5 1 2 2 2 2 2 2 3 3 3 I 1 I 
6 1 2 2 2 3 3 3 1 1 1 2 2 2 

7 1 3 3 3 1 1 1 3 3 3 2 2 2 
8 1 3 3 3 2 2 2 I 1 1 3 3 3 
9 I 3 3 3 3 3 3 2 2 2 1 1 1 

10 2 1 2 3 1 2 3 1 2 3 1 2 3 
11 2 1 2 3 2 3 1 2 3 1 2 3 1 
12 2 1 2 3 3 1 2 3 1 2 3 1 2 

13 2 2 3 1 1 2 3 2 3 1 3 1 2 
14 2 2 3 I 2 3 1 3 1 2 1 2 3 
15 2 2 3 I 3 I 2 1 2 3 2 3 1 

16 2 3 I 2 1 2 3 3 1 2 2 3 1 
17 2 3 1 2 2 3 1 1 2 3 3 1 2 
18 2 3 1 2 3 1 2 2 3 1 1 2 3 

19 3 1 3 2 1 3 2 1 3 2 1 3 2 
20 3 1 3 2 2 1 3 2 1 3 2 1 3 
21 3 1 3 2 3 2 1 3 2 1 3 2 1 

22 3 2 1 3 1 3 2 2 1 3 3 2 1 
23 3 2 1 3 2 1 3 3 2 1 1 3 2 
24 3 2 1 3 3 2 1 1 3 2 2 1 3 

25 3 3 2 1 1 3 2 3 2 1 2 1 3 
26 3 3 2 I 2 1 3 1 3 2 3 2 1 
27 3 3 2 I 3 2 1 2 1 3 1 3 2 
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The L27 aITay that is above obeys our prudent guidelines. The numbers 1,2, and 3 in the table 

refer to the three levels of each critical design parameter. Thus, in the first evaluation each of the 

critical design parameters has its level one. Each row defines a different design combination for 

evaluation. The performance of each of the 27 design combinations is evaluated. If a good 

computer simulation, FEA for example, is available, then it can be used to evaluate the 

performance. Othelwise experimental evaluation is used. 

IMPOSE NOISES on the product during the evaluations to simulate real conditions so that the 

comparisons of the 27 options will be realistic, not merely reflecting laboratory comparisons 

under ideal conditions. If the winning combination is chosen under ideal operating conditions, 

it is not likely to be successful in the real operating conditions of the market place. Therefore, the 

multifunctional team carefully identifies the most important noises in the actual use of the 

product. EQFD including fault trees is again very helpful here. Then each option, each row of the 

orthogonal array, is subjected to the same aITay of noises, and the performance is evaluated for 

each noise combination. In the simplest approach two combinations of noise are used. If high 

temperature, high humidity, and low input voltage are known to stress the performance in one 

direction, then these noises are taken to reasonable extremes, based on customers' conditions, 

and then the performance is evaluated. Then the noises are taken to their opposite extremes, and 

then the performance is again evaluated. This gives two performance evaluations for each design 

point, just enough to test its sensitivity to noises. The exact amount of stress in the values of the 

noises is not too important; we are not going to use these performance values to predict the field 

performance, but simply to compare the 27 options. As long as the values of the noises that we 

select are roughly the same as in the field, then the comparison will be valid, and the combination 

that we select will be robust in the marketplace. 

Alternatively, if each performance evaluation is quick and simple, then more noise combi

nations are typically used. For example, we might identify the seven most important noises, and 

decide to test each of them at their two extreme values. This gives 27, or 128 combinations. We 

might decide that 128 is too many to evaluate, and use an orthogonal array to select a 

representative sample. Typically we would use an L8 to select eight combinations of noise for 

actual evaluation. Then each of the design points, 27 in the above example, are subjected to the 

eight different noise combinations, a total of 216 perfOimance evaluations. When computer 

simulations that take only a very short time to run are available, then it is common to use more 

performance evaluations. It is common to use the L36 orthogonal aITay to select 36 design points, 

and then also use the L36 orthogonal array to select 36 noise combinations, a total of 1296 

performance evaluations. 

Thus we see that the num ber of noise combinations that we select is strongly influenced by 

the ease and time to perform the evaluations. For expel1mental evaluations it is common to take 

two noise combinations, and rare to use more than eight. 

EVALUATE PERFORMANCE of the selected design and noise combinations; this is straightfor

ward engineering work, either expel1mental or computer determination. For each design point, 

each row of the design orthogonal array, the evaluation of the performance at several noise 
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conditions enables the effect of noises to be evaluated in the signal-to-noise ratio. Thus, a signal

to-noise ratio is calculated for each design point. If the L27 orthogonal array was used to select 

the design options for comparison, then 27 signal-to-noise ratios are calculated. 

SELECT BEST V AWE By compating these values the bestofthe 27 options is quickly identified. 

However, there were a total of 1,594,323 options, so it is highly improbable that the best overall 

option was in the 27 that were selected for initial evaluation. Therefore, we must interpolate from 

our data to select the best point from among the 1,594,323 options. Taking column one, page 27, 

as an example, the first nine rows were tested with this critical design parameter at its first level. 

Therefore, the average of these nine signal-to-noise ratios charactetizes the performance that is 

associated with level one of the ctitical design parameter that we had assigned to the first column. 

Likewise, the average of the second set of nine signal-to-noise ratios charactetizes the second level 

of the ctitical design parameter, and the average of the third set of nine signal-to-noise ratios 

charactetizes the third level. Then the level that has the highest average signal-to-noise ratio is chosen 

as the best. The same type of analysis is done for the other ctitical design parameters, and the best level 

is chosen for each. A little ret1ection will lead to the insight that this analysis opens the door to each 

of the options, any of the 1,594,323 could be the winner. If level one was best for ctitical parameter 

one (first column of the design aJTay), level three was best for the second clitical parameter, level two 

was best for the third parameter etc. , then the best combination can be wtitten as 1323312113223, each 

number giving the best level for that critical parameter. It is our prediction that this combination will 

give the best performance, the best signal-to-noise ratio, of all of the 1,594,323 design options. Next 

we need to vetify the pelformance of our selected winner. 

CONFIRM ROBUST PERFORMANCE The performance of the selected winner is evaluated, and its 

signal-to-noise ratio is calculated. Usually it will be significantly better than the best of the 27 

design options that were otiginally evaluated, and much better than the otiginal design point. The 

robustness of our product or subsystem has been optimized, with tremendous benefit. 

Of course, using 27 data points to estimate the most likely best design point out of 1,594,323 

options cannot be a precise process. The design point that is selected by the simple process thai 

has been described will usually be close to the best, but not actually the very best. To find the very 

best would require 1,594,323 evaluations, and even then we could not be absolutely certain that 

the best had been found. Therefore, our goal is simply to get close to the best in a ShOlt time. 

There are also two other types of uncertainties in our optimization. First, the 13 design 

parameters that we selected may not have been the most critical. Second, the best value of signal

to-noise ratio for each parameter probabl y did not lie exactly on one of the three values that we 

initially selected. Therefore, one or two more iterations are usually in order. Initially we selected 

20 critical design parameters in prioritized order, based on the collective experience of the team. 

In the first iteration of evaluations we evaluated the top 13 on our list. Typically some of these 

are found to actually have little effect on the signal-to-noise ratio, and can be dropped from the second 

iteration of evaluations. They are replaced by some of the design parameters that were lower on our 

original list, in the 14 to 20 positions. To overcome the second uncertainty the signal-to-noise values 
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from the fl1'St iteration are plotted against the three levels of each design parameter to enable 

interpolation. For example, if the cmve appears to have a peak: between the second and third levels, 

then in the second iteration the three values are selected in this range, thus providing a fine tuning of 
the optimization. Commonly a third iteration is judged to have captured most of the potential 
optimization in a short time, and the optimization of product robustness is complete. The benefits in 

improved customer satisfaction, reduced costs, and shorter development time are tremendous. 

COMPARISONOFTAGUCmOPTIMIZATIONANDDESIGNOPT!MIZATION Although generally similar, 

there are significant differences between Dr. Taguchi' s optimization (just described) and Design 

Optimization (NLP). It is an interesting fact that Dr. Taguchi and coworkers have developed 

many different specific objective functions, while the Design Optimization workers have 

developed many different search methods. The many different SN ratios have been developed 

in response to the needs of many fields, and enable Dr. Taguchi's methods to be very widely 
applied. There are a total of more than fifty types of SN ratios. This is indicative of the rich variety 

of applications for Dr. Taguchi's methods. The Design Optimization workers have emphasized 

the development of fast and robust search methods. Some of the newer programs are much 

improved, so theemphasis on search methods has been rewarded. The major distinctions between 

Dr. Taguchi's methods and Design Optimization are summarized below: 

TAGUCHI DESIGN OPTIMIZATION 
(NON·lINEAR PROGRAMMING) 

Emphasis on objectives Emphasis on search methods 

Analytical and experimental Analytical only 

Minimization of Quality Loss 
is emphasized 

Quality Loss is implicitly 
assumed to be zero 

(ineqUality constraint) 

Tolerance Design After the nominal values of the critical design parameters have been 
selected, the economical precision levels are selected. The nominal values are the target for 
production, whether by our factory or our suppliers. However, production will always vary, and 
during product development we have some choice about the amount of precision that will be 
achieved. Product parameter design is often all benefit, but tolerance design always involves a 

trade-off. If we want more precision, we must pay for it. 

The quadratic quality loss function can be used during tolerance design to estimate the 

expected quality loss in the field, and a quantitative trade-off can be made. During product 

development the primary precision decision to be made is the selection of the production process. 

For example, a shaft can be turned or it can be turned and ground. The second option provides 

much better precision, but also costs much more. Is it worth it? If the expected quality loss is 

reduced enough, then the extra manufacturing cost will be justified. 
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Process Parameter Design is done to optimize the robustness of the production processes, 
which reduces the production variations, the second type of noise to the product. Production 

variations are caused by factory noises such as the variations in the properties of raw materials, 

variations in the ambient temperature and humidity, vibrations, variations in the values of the 

critical process parameters, variations in the maintenance of the production equipment, and 

variations in the practices of the workers. Optimization of the robustness of the processes makes 

the production more uniform despite the presence of these noises. This improves both customer

perceived quality and the manufacturing cost. The process for optimizing the robustness of the 

production processes is essentially the same as for the product. In process parameter design we 

optimize the values of the critical production-process parameters, such as feeds, speeds, and 

depth of cut. This has often been applied to existing processes, frequently with very large 

improvements that have brought substantial cost reductions. 

On·line Quality Control further reduces variations during actual production. No matter how 

robust the production processes are, if there is not any intervention during production the values 
will deviate substantially from the target. Ifwe never intervene, the quality loss will be very much 

excessive. If we intervene too frequently, the reduction in quality loss will not compensate for 

the immediate cost of the excessive frequency of intervention. This is another trade-off, similar 

to tolerance design. We add the cost of intervention (measurement cost plus adjustment cost) to 

the expected quality loss because of the deviation from the target, and choose the frequency of 

intervention that minimizes the total cost. 

3.5 Summary 

Dr. Taguchi' s system of quality engineering using robust design has four improvement activities. 

The last three of these, tolerance design, process parameter design, and on-line QC, all reduce 

production variations, the second type of noise to afflict the product. This is very beneficial, but 

these activities do not provide any protection against the customer-use noises, and very little 

protection against the deterioration noises. Product parameter design is the most important 

improvement activity, as it provides protection against all three types of noises. This keeps 

performance close to the ideal customer-satisfaction value, which is our real objective. 

Traditionally quality was a factory activity to make parts conform to corporate specification 

limits. In the new quality paradigm quality is primarily a design activity to make performance 

adhere closely to the ideal customer-satisfaction value. This paradigm shift is a very essential 

element of the improved total development process (world-class concurrent engineering). 

The primary features of Dr. Taguchi' s system of quality engineering are: 
Focus on robust performance 
Early optimization of robustness 
Best quality metrics (signal-to-noise ratios) 
Integrated system of quality engineering 
Systematic design changes for efficient optimization. 
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These are arranged in descending order of importance. The systematic design changes, through 

the use of the orthogonal arrays, is an important feature, but it is the least important. There has 

been a misunderstanding by some upon their initial introduction to this system that it is only a 

slight wrinkle in the design of experiments, but that is actually its least important feature. At the 

Xerox Corporation during the 1970' s, for example, great success was achieved although only the 

first two of the above features was utilized. 

Quality engineering using robust design greatly improves customer satisfaction, reduces 

costs, and most importantly of all greatly shortens the development time. The early optimization 

of robustness eliminates great amounts of rework later in the development process, and thus the 

product is gotten to market much sooner with much less confusion during production start up. 

3.6 The Right Decision Style 

Most decisions can be made by individuals, with only informal interactions with their colleagues. 

However, the most clitical decisions require intensified vigilant information processing to 

achieve world-class concurrent engineering. This is provided by Enhanced QFD and quality 

engineering using robust design. QFD is a visual, connected methodology that helps teams to 

reach the best decisions when individual decision making is not adequate. When the team finds 

that even their collective experience is insufficient to complete the decision, they then branch out 

of QFD into the systematic optimization of robust design. 

The most critical decisions are those that most strongly influence customer satisfaction, 

including costs. Stal1ing with the voice of the customer, the application of EQFD and quality 

engineering using robust design leads the team to identify the critical parameters and make the 

best decisions. It is important that tllese vigilant information processing methodologies be tightly 

integrated into world-class concurrent engineering. 

4 The Benefits 

The improved total development process (ITDP) enables success in the global economy. 

Anything substantially short of the ITDP that is described in this article will lead inexorably to 

a bedraggled economic condition; corporate demise or increasing dependence on an ever

declining standard of living as the primary basis for marginal competitiveness. The ITDP 

provides a buoyancy that separates the swimmers from those who must resort to cries to 

politicians to save them from drowning. 

The benefits of the improved total development process are enhanced customer satisfaction, 

reduced costs, and sh0l1er time to market. This enables more product cycles, which provide 
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greater product variety and increased corporate learning. The lead rapidly grows over the 

companies that are still stuck in the rut of the traditional process. 

The improved total development process is needed in order to be competitive in civilian 

industries and in defense industries, in mature industries and in dynamic industries, in 

industries with complex products and in industries with simple products, and in high-volume 

industries as well as low-volume products. Companies that do not practice the improved total 

development process (also known as world-class Concurrent Engineering) will continue to 

have technological weaknesses in development. The ITDP is the only modem way to develop 

products and processes. 
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1 The Virtual Team Framework 

1.1 Problems of Industry 

The M.I. T. Commission on Industrial Productivity named six broad weaknesses afflicting 

American companies [1]. Two of them are worth stating in the context of this paper. 

1) Failure of cooperation. 

2) Technological weaknesses in development and production. 

Elaborating on the first, the Commission cited the widespread failure of cooperation within 

and among companies. Partly as a result of the cultural conditioning to compete, a once 

hallowed source of advantage to the American economy -- competition -- is now seen to be 

detrimental to success in the emerging world in certain contexts. "Communication and 

coordination," said the Commission, "is often inhibited [in many U.S. firms] by steep 

hierarchical ladders and organizational walls." This constitutes a confirmation of the urgent 



www.manaraa.com

42 

need to develop and deploy forceful mechanisms of communication and coordination and 

those are the themes of this paper. 

1.2 Competitive Problems in Industry 

We should note that the resolution of these problems will not be achieved solely through the 

use of computer networks and advanced software for group work. There are organizational 

and cultural imperatives too which have to be dealt with. Technology is the facilitator, and in 

some cases by making a certain style of working very easy to use for employees, it may even 

catalyze a more close-knit mode of employee participation. But where the legacy of the past 

causes delays and alienation of employees from their work, the first and necessary change has 

to be cultural, a kind of glasnost before the technological perestroika. 
The second weakness as described in the Commission's report is more an effect than a 

cause, an effect resulting from the barriers to concurrent approaches to problems on all fronts 

from the inception. This deficiency is underscored in the following words from the Red Book 

of Specifications of the DICE Architecture [2]: "Not treating life cycle issues early in the 

design process guarantees the late discovery of problems and very long and costly design 

iterations." From this viewpoint the development of a new product is not a problem of design 

alone, but design in the context of customer requirements, engineering, manufacture, vendor 

supply, standards, customer support, compatibility, cost, and many other issues such as the 

environment and the problems of product disposal at the end of the life cycle. 

The Department of Defense (DoD) came to the same conclusions in a different way. 

Because it is primarily a customer of products, not a producer, the unique and incisive 

insights of the customer were available to the DoD. The symptom is that products "take too 

long to develop, cost too much to produce, and often do not perform as promised or 

expected" [3]. The root cause identified was that the design of the product is isolated from the 

design of the manufacturing processes employed later. The two functions are separated in 

time, and performed by quite different persons with little interaction -- perhaps in 

geographically dispersed departments. The resultant loss of information and intent, and the 

lack of exploitation of production knowledge and manufacturing constraints early in the 

development project, led to many malfunctions and cycles of changes to fix fundamental 

problems discovered late in the project. 

For some time now there has been a realization that product development lags because 

there is no process of constant evaluation and exploitation of ideas whether originating in the 

research departments of individual companies or in the global research reported in journals. 

There is too little motivation on the part of research departments to communicate downstream 

and inspire development workers; and conversely, development groups neglect to involve 
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research departments closely even in the initial launch of a project. The unfortunate separation 

between research and product development and how it may be alleviated is the subject of an 

interesting article [4]. 

1.3 The Solution is Concurrent Engineering 

The solution proposed to the lack of cooperation among departments of a company on the one 

hand, and the lack of involvement of all relevant decision makers on the other hand, is 

Concurrent Engineering (CE). A definition quite suggestive of what is actually involved in 

practicing CE is as follows [5]: 

CE is a systematic approach 
to integrated product development that emphasizes 

response to customer expectations 
and embodies 

team values of cooperation, trust and sharing 
in such a manner that 

decision making proceeds 
with large intervals of parallel working by all life-cycle perspectives early in the process, 

synchronized by comparatively brief exchanges 
to produce consensus. 

The definition of Winner et al. [3] emphasized the consideration of all elements of the 

product life cycle from the outset. The new definition places team values as the centerpiece 

and recognizes that CE, for all the top management commitment that might back it up, will fail 

if the organization, at all levels, does not embrace the norms of team working and does not 

learn to live by them each day. The desired sharing of early information, for example, has no 

chance of taking root institutionally, unless there is implicit trust that the information will be 

used without prejudice to its donor. 

The next important value that is embedded in the definition is the focus on the customer. 

In the wonderful phrase of a Xerox Corporation advertisement: "Learn to look at your product 

through the customer's eyes, even if it is painful." The definition places the goal of the team's 

work squarely in terms of customer satisfaction, rather than in achieving some internal 

standard of the firm, which often may be once or twice removed from the metrics applied by 

the customer. 

A further clause defines the activity in CE as being one of decision-making. The term CE 

is something of a misnomer. There is no value of CE, or methodology or technology to 

support CE, that is not applicable, with a simple transposition of terms, to any business 
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decision. Indeed, any decision at all that requires the collective intelligence of several roles is 

approachable through CEo This highlights the importance of propagating CE across the 

enterprise in all functions, since the precise role that might have a bearing on a particular 

decision cannot be judged in advance. It is a mere extension, from stipulating the role of the 

customer as part of the product development team with an important voice, to think of 

vendors, shareholders, and society itself as having unique roles in product 

development decisions. 

CE is a systematic approach. It entails new systems, and needs to be integrated into the 

organization as procedures and policies that will replace the less efficient ones of yesterday 

which caused information to be unavailable to those who had an implicit dependence on it, or 

caused it to travel by labyrinthine paths before reaching the role that needed to exploit it. CE 

replaces those tardy systems. If the "steep hierarchical ladders and organizational walls" that 

the MIT Commission on Industrial Productivity referred to are not to inhibit a firm, then new 

information transport systems must be developed to support the coordinated working of 

persons involved in making a decision, no matter where they are located. 

The next important characteristic of CE is that it is a process, and one which entails 

parallel working, synchronized from time to time. The efficiency of CE is seriously 

handicapped if the work is sequential among the roles. A good team leader tries at every stage 

to partition the work so that many tasks can advance in parallel. This is a separate aspect of 

hastening the group progress, and the word concurrent may be used to describe it too, though 

the essential concurrency that CE encourages is that of applying all the decision-making 

perspectives in each phase of the project so that the judgement of several minds is brought to 

bear on every issue. 

Parallel working has the inevitable penalty of inconsistency after some time, because the 

partitioning of tasks along roles is approximate in the best of situations; an overlap often 

remains. This leads to conflicts among the individual decisions as the parallel tasks progress 

in time. The resolution of these conflicts has to be planned, and this is done is by announcing 

a point of synchronization every so often so that the emerging alternatives and the details of 

the decisions may surface to the entire group's view. The team decides how to trade off 

among alternatives and render the decisions consistent again before the next regime of parallel 

tasks is set in motion. 

The thesis is that these cycles of convergence may be more numerous in the life of a 

project than the find-and-fix cycles of the past, but the time required to achieve consensus is 

less, since the minds meet more often over smaller divergences of viewpoint. Coordinated 

working among team members demands frequent exchange of information so that the impact 

of decisions made at one stage is not allowed to lie unexamined till late in the project by those 

whom it might affect. 
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The need for this parallel working early in the project is emphasized through an important 

observation: fuller consideration has to be given to the large-grained decisions made initially 

because they set lower bounds on cost, time, complexity, and risk, as well as establishing 

upper bounds on achievable product reliability and customer satisfaction. The wisdom of 

spending a longer time in the design, rather than in the engineering stage, is the 

equivalent principle. 

Finally, the definition returns to the importance of consensus, which is hard to achieve but 

nevertheless important if the team is to remain a team, governed by openness but also aware 

of the imperative of making decisions at every stage. All decisions include a rich world of 

options, but also exclude an even richer world of rejected options. Unless decisions are taken 

consciously with the knowledge of the group, rather than an individual, the faith in the basic 

team approach will be dashed. Consensus is seen as the process of bringing about harmony 

among conflicting requirements, and it ends in the sense of group achievement which 

overcomes the individual's loss from having had to yield ground somewhere along the way. 

CE is not a single idea but a whole cluster of concerns during product development. It 

would be strange if an organization did not have a single CE approach implemented in some 

way. CE can be introduced in a straightforward way by constituting teams who have 

responsibility for the life of the product and interact to plan all aspects of the product from 

design to logistics and disposal. Through inter-disciplinary teams for the product development 

project the organization puts the members in close proximity, empowers them to take 

decisions and acquire resources, provides enthusiastic leaders, and then lets it all be worked 

out within the teams. The argument goes that the development time will be reduced because 

the communication from one team member to another has no barrier of distance or hierarchical 

access protocols to impede information flow and work requests. The product quality stands to 

gain also because the traditionally upstream designers are collocated with the traditionally 

downstream and neglected manufacturing or maintenance engineers. Thereby the downstream 

is kept aware of the design as it unfolds from the beginning, and can give the benefit of 

critique and suggestions, and convey the constraints of the downstream perspectives to the 

upstream designers. Time is also saved because one can plan well in time for changes and 

new acquisitions or developments in downstream facilities to accommodate decisions 

upstream. Cost is reduced indirectly by associating a money value with the reduced time 

to market. 

Another approach directly addresses the quality issue by employing methods that go by 

the name of Quality Function Deployment [6] and Taguchi methods [7]. The first is sharply 

focused on defining precisely what the customer wants, and then evaluating every alternative 

developed in brainstorming sessions from the standpoint of the customers. The method is 

recursively applied to the product in a top-down decomposition along product assembly 

structure lines. It is traditionally done by humans with paper and pencil charts using the house 
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of quality of Juran. Taguchi methods are probably the most celebrated of quality attainment 

methods, because they have been associated with the reputation enjoyed by well accepted 

consumer durables and industrial products from Japan. The central idea is that you can reduce 

variability in a product without using costly high quality components if you exploit non

linearities in the influence of design parameters on the product quality. Finding the best values 

of the design parameters is the subject of an elegant and economical method, first discovered 

by Rao, and widely applied and propagated by Genichi Taguchi and his disciples. It is a direct 

cost-reduction and quality-improvement method. As with the previous organizational 

approach it is apparent that implementing CE does not necessarily call for extensive use of 
information technology and knowledge systems. 

While it may be comforting that there need be no specific reliance on computer-based 

information technology for CE, it would yet be a wasted opportunity if the great potential of 

computers is not realized in achieving the CE vision, at least for those organizations that have 

already traveled far along the road to CE by adopting the aforementioned approaches. One 

may start by instituting new direct information channels, and enforcing the percolation of 

information at early stages in the design to all the downstream areas of responsibility, and 

agreeing on the content and format of data that will be exchanged among the various 

perspectives. These things and the notion of the empowered team that can decide on its own 

how conflicting requirements are to be resolved, form a sufficient basis for CE introduction. 

But if the exchange of data among team members is largely ad hoc and across the table, if 

their means of coordination are largely by face-to-face meetings, and if available mechanisms 

like telephone, fax and paper memos are the basic media of communication -- then there is still 

scope for advancing the CE vision with additional technology. 

1.4 Right the First Time 

The aim of CE is often succinctly stated as getting things right the first time for 

all perspectives. 

How does this affect quality? By getting it right the first time for all perspectives by being 

focused on customer needs and propagating the influence of decisions to all affected 

perspectives. 

How does this affect time? By getting it right the firu time for all perspectives so that the 

number of iterations through the whole loop and through each major stage of product 

development is just once. All perspectives should have participated and contributed 

modifications to achieve mutual consistency. 
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How does this affect cost? By getting it right the fIrst time for all perspectives so that re

work is avoided, and by having considered costs over the total life-cycle, rather than delivery 

cost alone. 

With this discursus on CE, we can proceed to the virtual team concept. Computers are 

becoming ubiquitous appliances for information processing and communication. They do not 

support teams and group working now, but that is being remedied by the growth of the new 

fIeld called groupware. Besides much of the important data that needs to be shared among 

design teams is already in machine readable form. If communications and computers are 

married the separation of people over long periods of time and large geographical distances 

can be ameliorated. Imagine then the formation and operation of a team of distributed 

participants on an integrated product development project who are virtually collocated -- hence 

the name Virtual Team. They share data, communicate, and coordinate their work using a 

computer network and information technology as the essential means of accomplishing the 

close team work necessary for CEo 

1.5 Barriers to Implementing CE 

The idea of exploiting computer networks for team working is no longer a new one. Tools 

like electronic mail have been in existence, but this is far from suffIcient to foster the structure 

of the team and the sharing of data that are necessary to coordinate the work of team members 

in the product development process. Computers and communication networks form the 

substrate of technology to create a new kind of cooperative environment. However there are 

many advances in computer communications that have been spurred by the requirements of 

virtual team working -- transparency in access to programs and people on the network is an 

important theme. The early attempts at using networks to improve the communication among 

team members utilized special equipment and the facilities installed in a separate room. 

Advances in communications and computer hardware have now made it possible to satisfy the 

special requirements of multimedia team communication without leaving the accustomed 

workplace of the employee. Today it is possible to think of a team being brought together on 

the network and sharing distributed data and having group transactions like meetings, 

notifIcations, scheduling of work, propagation of results, and so forth, being conducted 

entirely via the network with the aid of some CE services. This constitutes the Virtual Team. 

For CE the Virtual Team consists of team members in different perspectives of the product 

development, wielding powerful CAD tools in their private workspace, but publishing their 

results to a shared information base. Besides, an over-arching coordination service exists to 

schedule work, report progress, notify persons, generate work authorizations, and carry out 
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entire suites of coordinated processes among multiple perspectives, without the benefit of 

face-to-face meetings. 

Teams owe their high potential for problem-solving to an assortment of factors. The most 

important is the direct, unimpeded flow of information in many different forms, employing 

every one of the senses. The communication incurs no time delays; it is multi-way and 

interactive. Ideas can form and one expert can influence another's thinking. Solutions can 

therefore emerge more rapidly in those cases where the solution depends intrinsically on 

placing together two or more pieces of the puzzle which are held by different people. 

Moreover creative synergy can only appear when active minds inspire thoughts that would not 

perhaps arise in solitude. 

Not only is it necessary to see the problem from many different points of view to 

comprehend its multi-dimensional character, but the sharing of the vision is a pre-requisite for 

the team to work at the highest level of achievement. More limited sharing and tighter control 

on the information flow will inevitably result in a less optimal solution -- one that does not 

attempt to keep in mind all the requirements from the beginning. If it is not possible by 

constant interaction to create a common vision of where the team is going and what are the 

criteria by which success in the project will be appraised, and the kind of product features and 

characteristics which will excite the potential customer, it is more than likely that team 

members will be working at cross purposes, and perhaps at variance with the 

customer's interest. 

When team members interact there is always a phase when there is disorder, when ideas 

are being generated and there is no solution in sight. This period of divergence and confusion 

is a necessary part of the problem solution process. The argument here is that close team 

interaction, as occurs in a collocated team, accelerates this process and gets the team rapidly 

through the initial mind-expanding phase of the project. Closeness, rapidity of interaction, 

and the sense that ideas are falling on fertile ground and critical listeners who share the same 

goal are tuned in, is important. It encourages the free flow of ideas and corresponds to a 

Socratic role for team members to become midwives to the birth of new ideas. The ideas must 

not be lost at this stage, and even if the time for a full consideration is not available, at the 

very minimum everything must be captured for the future. 

In a later phase, when the team starts subjecting the ideas to communal critique, each 

perspective of the problem surfaces. This is a critical point. New ideas and new points of 

view are being urged and the greatest openness is needed on the part of team members to be 

willing to accept unfamiliar notions, but not to shy away from asking all the pertinent and 

rigorous questions from the unique vantage point of each perspective. The combination of 

openness to "foreign" ideas and rigor in applying the professional criteria of a discipline and 

the wisdom gathered bv experience, is what characterizes team interaction at its best. 
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1.6 The Computer Network •• a Powerful Resource 

It is not strange that computers should be able to playa central role in overcoming the barriers 

of information flow across distances. Information management is the chief strength of 

computers, and when this strength is exploited in concert with the potential to reach out by 

telecommunications across distances, there is at hand a powerful tool to build just the kind of 

bridges by which human thoughts and decisions can be managed in a distributed team over 

the life of a project. 

There is much work that is routine (e.g., reporting) and much that is peripheral to the 

skills of a designer or decision-maker (e.g., data management). At the very least in a 

computer supported environment for team-work, the labor entailed by such activity could be 

reduced greatly. But there is more that can be accomplished if computer systems are designed 

to support a framework of policies and procedures that accompany decision-making. With 

such systems a participant in the process is walked through the process by task fragments that 

appear in the person's work list and a set of packaged instructions. 

The various forms of interactions between team members can be structured to provide 

great clarity in the interchange and eliminate incomplete or omitted information. Most of the 

day-to-day interactions are routine requests, messages, data feeding and reporting. This can 

be aided by structured forms-oriented data entry in the CE environment for carrying out these 

various individual submissions. 

The access to tools of work can be managed from such an environment in a way that goes 

beyond mere icon double-clicking. Tools may be on the network. Can they still be thus 

accessed? Tools may need to be connected to data files which are on the network. It would 

also be desirable to access the capabilities of one tool from another remote tool. Making this 

possible with ease for the end-user and not much work for the software support group is one 

of the many things a better group working environment is expected to deliver to the CE

inspired organization. 

The concept of virtual collocation will be developed further later on. The essence is that by 

providing transparency at a foundation level, as part of the network services, for treating 

users and programs in the same way, whether remote or local, the path is made easier for the 

development of CE services and end-user applications to exploit a unitary view of the team on 

the network. Virtual collocation then becomes an efficient replacement of the erstwhile physi

cally collocated team, a replacement which saves on wait time and travel time. 

1.7 Compunications Challenges 

The marriage of computers and communications has been referred to as "compunications." 

The network can compensate for physical separation, and its associated penalty of time, by 
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making the entire team and its work and the computer-based tools present to every team 

member on his screen. These are challenges for the technology. Since the exchange can 

involve large engineering data files of millions of characters, and images that can be even 

larger, the bandwidth of the network is a matter of concern. Today's networks are fast only in 

local groupings within one office or plant complex. They become progressively degraded in 

speed as the lines reach out across states and countries. High speed networks over wide areas 

are not common today. 

The computer's ability to deal with human input is also severely limited. Media such as 

voice input, video cameras, writing tablets, and so on are not standard equipment. What is 

standard is a color screen and a keyboard, and this places a limit on using the network as a 

comprehensive replacement for telephone, tele-conferences, fax, and other common means of 

conquering distance and time. Fortunately, workstation computers and personal computers 

are becoming available with multimedia support as standard, or as inexpensive 

add-on features. 

Using all of these capabilities is going to pose another challenge for computer hardware 

and software vendors: keeping things simple. Not to distract the user intent on his work by 

having a plethora of manual set-ups and switches of work context to exercise the CE 

environment through a rich set of multimedia transactions, is a requirement. All must be 

natural and simple. And herein lies a great challenge for those would exploit the workstation 

of the future to create the ideal groupwork environment for CEo It will be characterized by 

transparency among the network resources, simplicity of organization of CE services, and a 

completely natural adaptation to the mode of working of the user. 

Enhance Capabilities of Human Team 

Team Approach Virtual Team Approach 

• Networked co-location 
• Unified vision 

marketing 

Figure 1.1 Transitioning from the Human Team to the CE Environment 
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1.8 The Virtual Team Concept 

The notion of the Virtual Team is at the heart of efforts at the Concurrent Engineering 

Research Center (CERC). The well-known format of the tiger team is the base metaphor for 

getting things done in concert by a group of experts who each bring a unique viewpoint to the 

project. They have their roles well established and arrive at a shared view of their goal as a 

team. They are also empowered to do the needful without undue interference and usurpation 

of responsibility; but additional input may always be given or brought in by the team 

members themselves. 

The team is thrown together for long sessions of intense exchange and thinking. The ex

pectation is that out of this process will come a well-judged result which none can disavow, 

since it is the group's solution not an individual's solution. And a solution which, fur

thermore, does indeed contain a response to multi-faceted objectives. It will take time for a 

harmonious adjustment to often contradictory demands to come about. But early feedback on 

ideas and constant critique bring about great appositeness of thought during the problem 

solving process. The central thesis is that individual expertise is never enough to uncover the 

waterfront of requirements, and one may be led to totally wrong solutions, and most certainly 

to less efficient ones, by failing to represent in the team all the "perspectives" from which the 

consensus decision will be judged when played out in the real world. 

Human tiger-teams are episodic in their work. They form and dissolve as soon as the 

mission is accomplished. Is it possible that tiger-teams can be a way of doing work day in and 

day out? Can one maintain the same energy in the grind of daily routine as that which 

workers, blue- and white-collar alike, experience when working in tiger-teams? That is the 

goal which many organizations have espoused, from factory floors to product engineering. 

Seen thus, CE is a people-oriented solution to planning and executing work. Its mandate 

is to employ representative teams, and empower them to act as the owners of a project. Many 

companies have made their first hesitant steps to leaming the new paradigm of team-working 

in just such a way. The teams have to be chosen carefully. If there is to be constant interaction 

you must respect those you interact with and be able to share ideas frankly without raising the 

human fear of being challenged or criticized. Training in the process of interaction so that 

negative comments can be given in a reasoned way is part of the learning. And the best 

experience suggests that this is not learnt in a day, but needs to be constantly reinforced by 

other team members when they observe disruptive forms of interaction. 

The notion of the virtual team is fraught with difficulties if one is going to rely on the 

existing communication services and existing means of sharing data. These amount to little 

more than sending electronic mail and transmitting files. There is far less plenitude in this 

exchange as compared to the exchange among persons in a room, and too many veils of 

inaccessibility to penetrate before the data actually becomes visible. Therefore these primitive 
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services need to be enhanced before they can serve as surrogates for the face-to-face teams 

they are expected to replace or supplement. This provides wonderful opportunities to do, not 

merely as well, but better than face-to-face teams. Computers are begging to be exploited for 

group work, a fact which has let loose creative minds on a range of problems. The ideas that 

have emerged promise to change the team working process in organizations, and endow such 

capabilities on the team, that the organization of the future will depend almost entirely on the 

new CE services to conduct their work in the team format. 

This is a radical change in the application of computers, from the development of ever 

more powerful tools in the service of the individual decision maker or engineer or office 

worker, to inventing tools that serve a group and are exercised in a group and allow a group 

to go through all the stages of d!!cision making. 

Cooperative Decision Support for Networked Teams 

Project Lead 

Coordinating Framework 

CAD 

Figure 1.2 Cooperative Decision Support 

1.9 Virtual Team Model 

Apart from the underlying communication facilities, there are two basic capabilities needed for 

teams to perform over a network. A central repository of shared data must exist so that 

whenever information is to be shared it is placed there, and automatically becomes accessible 

to the entire team. This scheme is more general and less burdensome than having a series of 

point-to-point data flows to share data. 
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The second important requirement is a coordinating framework to enable a project leader 

to communicate tasks, goals, and deadlines; keep the team abreast of work-in-progress by 

team members; and cause the individual decisions to propagate their influence throughout the 

team. Such an over-arching coordination will force the team to render consistency to their 

decisions from time to time, and thus achieve consensus, so that parallel working does not 

result in a permanent and irreconcilable divergence of viewpoints. 

The virtual team defined in this way is a good model for decision-making in the corporate 

realm. There is nothing that is specific in this model to engineering or product development. 

All manner of decisions that require multiple perspectives and the creative synthesis of a 

solution from disparate individual contributions, are amenable to such a treatment. The 

process described and modeled by concurrent engineering is really a decision-making 

paradigm, not solely a product development paradigm, and is therefore worthy of adoption 

across the enterprise. 

'Product data model' is the correct term to use if product development is the aim of the 

project, as it is in the original notion of concurrent engineering. If it is any other type of 

decision, one still needs to have a data model of the decision, to represent what it is that is 

being decided, and to make trade-off analyses in terms of these 'what's'. The computer 

representation of the 'what' is the data model, and this brings a crispness and definition to the 

debate before the decision is taken. Of course, the presentation of alternative decisions may 

actually take place under different data models, because the 'what's' of one alternative are not 

those of another alternative. This shows that data models for a decision need to have versions, 

just as the data of one data model will have versions, as the decision evolves. 

What has been sketched is not an automated design system. It is very much a system to 

provide extensive data sharing and coordination and communication aids to the human experts 

who need to work together. The expert is still in command, and if he has any automated 

design tool it would be automation resident in the CAx tool used, and not in this system for 

collaborative decision-making. 

1.10 Workflow Management 

If the shared information base holds the 'what' of the decision, the how is even more 

important, because the productive efficiency in an organization resides in its ability to 

repeatedly use the same processes to arrive at different decisions from the data characterizing 

the different situations. The 'how' is what we call the workflow. Modeling it and then 

causing the fragments of work to be executed by the networked participants in a project is the 

concern of Workflow Management. If CE is above all a process by which things are done, 
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then Workflow Management is at the heart of CE, because it enforces the coordinated parallel 

or sequential tasks that implement the detailed CE process over a network. 

Admittedly, there is a lack of strict determinacy in the work on a product development 

project. Everything can not be foreseen and recorded in a PERT network soon after the 

project starts. CE is not an orchestrated action among team members who are marching to a 

score written in advance. At best the project leader has a detailed plan of work for the near 

future, and a knowledge of various milestones to be achieved in the more remote future; 

though with no assured plan that can mechanically and routinely compass those milestones. 

Workflow management will cause the near term tasks to be carried out by the team, and gather 

the results so that they can be disseminated among the members. 

The workflow manager can be enhanced to draw upon a library of processes that are 

frequently used to effect a piece of work. For example, if a mechanical engineering task to 

analyze the natural modes of oscillation and evaluate the energy fed to those modes from a 

continuum of driven frequencies is a recurring task, then it can be represented as a task 

fragment, described in terms of the manual and computer operations and laboratory 

investigations it entails, and kept in a library. In that way every time the task needs to be done 

it can be retrieved and instantiated to fit the current problem. In a sense expertise to do a 

skilled job has been captured as a recipe that can be applied again and again. But workflow is 

not necessarily linear. There could be decision points to decide between two alternative 

workflows based on data measured in the process. 

The basic parallelism desired in CE is realized by a judicious task breakdown. There are 

no set rules by which this is done. The experience of the project leader will determine how 

successful is the partitioning of work among perspectives and what is done in parallel. With 

CE there is a great premium upon doing work in parallel, even if it means some temporary 

inconsistency. The project leader must risk the inconsistency in the confidence that soon 

enough there is a point at which team members will be required to synchronize and remove 

conflicts, if any such have surfaced. 

Seen in this light the CE process differs from the classical sequential process chiefly in the 

replacement of fewer long find-and-fix cycles by more frequent but shorter cycles between 

synchronization points early in the product development process. The product development 

process progresses in stages. Each stage comprises the activities shown schematically in 

Figure 1.3. The steps indicated in the shaded blocks are conducted using the CE services, and 

the transactions they make possible on the network, without the product developer ever 

needing to leave the workplace. 

Virtual Teams are today's answer to bring about intimate collaboration, speed of 

interaction, sharpness of communication and clarity of roles. Virtual teams leverage the model 

of tiger team interactions and implement it in the modem context where it is all but impossible 

to have the contributing expertise assembled in one location. It pays heed to the promised 



www.manaraa.com

55 

CAx Tools 

DECISIONS DECISIONS DECISIONS DECISIONS 

Figure 1.3 The Basic CE Process 
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benefit of computers which can mediate the vital infonnation link to other members of the 

team, while leaving the knowledge worker in his accustomed workplace, working efficiently 

with all the tools on his workbench, liberated from time-wasting travel. 

Virtual Teams can exploit the existing technological hardware infrastructure to fonn team 

structures that are as tightly bonded as any collocated human team can be. It is expected that 

the need for exchange can be handled most often without travel and without face-to-face 

meetings, though nobody is advocating their elimination altogether. This new technology is 

still in its infancy, untried for the most part. 

1.11 Inherent Potential Benefits 

If a reckoning be made of the advantages a list will surely include the following: 

There is no limitation in location or composition of team members. The organization is 

free to choose the best persons for the project without regard to location. All the delays 

in starting up a project stemming from relocation are eliminated at one stroke. 

There is rapid propagation of infonnation and decisions across all team members 

electronically. The infonnation flow is unimpeded by the hierarchy displayed in fonnal 

organization charts. 

Role clarity across disciplines is embedded in the notion of the data ownership within 

the common data model. Who is expected to decide on what part ofa product's 

definition and who has a voice in it is defined. So too is the team awareness of who is 

currently doing some task. 

There is great flexibility in constituting and reconstituting the team as the needs of the 

project change over time. 

Response time in the marketplace is critical. Companies that have fallen behind are ones 

that could not exploit opportunities in time. CE provides a way for corporations to reconfigure 

their most precious resource -- people -- and reinvent the corporation in a new fonn. The 

possibilities are limitless. The promise of transforming the company into one, whole, 

constantly changing, and adapting, organism is thereby realizable. It is a resolution of the 

Chief Executive Officer's constant anxiety. 

1.12 Challenges for CE Technology 

Sharing of information poses several obstacles: the incompatibility of data fonnats and tools 

used in different perspectives, the absence of a common data model to unify the product 

definition in multiple perspectives, the inability -- even if a unified data model could be 
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prescribed -- for the data to be accessed from the target CAD file or repository and made 

available locally at the user's workstation, the lack of transparency in data access when the 

actual data are lying in many different and distributed data bases and CAD files, the lack of 

standards for data interchange to overcome the incompatibility of basic hardware 

and software. 

In the communication arena the outstanding difficulties to be overcome are: the difficulty 

of accessing programs which are distributed, the lack of uniform ways of communicating 

among programs, the lack of transparency in communications which implies that you need to 

know the location and capabilities of each program to send a message to it, the lack of 

network directory and registration services for programs, people and resources, the inability 

to treat programs as community resources that anyone can access from anywhere if 

authorized, the lack of computing features to manage a stream of jobs to be run in some 

seriaVparallel sequence on different computers, the lack of communication applications that 

work for a group and permit exchange using multiple media, the inability to archive 

exchanged information for easy retrieval by indexes, the lack of features to run a structured 

negotiation session over the network. 

In team coordination today these flaws are often apparent: person and function roles are 

not clear, there is no responsible team or leader, all life-cycle concerns are not represented, 

requirements are not formalized and clear, no tools exist to monitor product performance 

criteria, there is a failure to partition work, there is no tool to manage the flow of work 

dynamically over the communication network, tasks under way in other perspectives are not 

visible, the influence on one discipline of decisions taken elsewhere is not realized till late, 

consistency is not fully assured at the time of signing off, tools to evaluate trade-offs among 

multiple criteria belonging to different perspectives are lacking, the current product data are 

not in public view, a strong sense of the team presence is difficult to maintain over wires. 

These barriers call for the development of a new generation of computer software (and 

hardware) that will be the foundation on which team operation on the network for the 

engineering domain is built. You might say that the provision of these services, in as 

integrated a fashion as possible, and conforming to reasonably widely adopted standards, will 

ensure a far better distributed environment for the practice of CE through Virtual Teams. It 

will form the technological support for practicing CE, and like any technology it has the 

potential to accelerate and institutionalize the practice -- beyond the power of recalcitrant non

believers in CE to sabotage. Once the wires are strung all through the enterprise and these 

means of disseminating data and coordinating work and communicating intent exist, the 

formation and empowerment of teams is all that is necessary to spark radically new modes 

of collaboration. 

In the future vision of CE technology the present-day collocated teams with face-to-face 

communication occasionally assisted by telephone, fax, and email will give way to 
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mechanisms of communication that are more powerful, more swift and more rich in 

presentation capability. These technologies of multimedia and shared workspaces spanning 

multiple machines will effectively subsume the current weaker forms of communication and 

effortlessly render the team (virtually) collocated from the workplace. One need not get up and 

go to a meeting; one is never out of a meeting or out of reach to the team members. 

The engineering tools of customary use which accommodate the solo user today will 

become 'collaboration aware' and work off a unified data model and even enjoy a common 

representation for limited subsets of the data. Tools will become integrated and pass data 

seamlessly across the network, both through the systems integration efforts of manufacturing 

companies and through adoption of standards by tool vendors. The interfaces to interact with 

the engineering tools will become more intuitive and natural; they will employ 3-dimensional 

interaction and visualization technologies and allow a better touch and feel and manipulation 

of the artifacts modelled and simulated in the computers. 

And from being hierarchical organizations with sluggish and rigid information flows 

across disciplines, companies will become alert self-managed teams which propagate their 

decisions swiftly across boundaries of functions and coordinate their work by tracking 

hundreds of constraints and requirements automatically over the life of the project 

Add to this the great reduction in travel, and the savings of time previously invested in 

data chasing and reporting which can be channeled into the important design and trade-off 

activities, and we can envision not only a faster, but a "greener", route to better products. 

2 The Virtual Team Support Technology 

2.1 The DICE Technology 

Put simply, the DICE technology goal is to enable members of a Virtual Team connected by a 

high speed computer network to communicate and to coordinate product information and 

workflows so as to promote cooperation and achieve rapid consensus. DICE advocates using 

a set of computer-based services to enable a team, cooperating over a network, to transcend 

the barriers of distance, platform and tool heterogeneity, and insular viewpoints. The domain 

experts, of course, retain their specialized computer tools as the primary means of design, 

analysis, and simulation, but these are no longer wielded in a private workspace for single 

perspectives. There is sharing at every level. 

DICE is not concerned with developing techniques for automating the design and 

development process. These functions are well-served by computer-aided design and 

engineering software already on the market. Rather, the underlying motivation is to confer on 
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large teams composed of many perspectives and geographically distributed information 

resources, the same benefits that small tiger teams enjoy when working in close proximity. 

This is accomplished by creating an open system that allows the deployment of certain generic 

CE services that can be accessed from heterogeneous platforms. It is based on the client

server model shown in Figure 2.1. 

Tools Tools Tools 

t8R~~ Dala Base 
LeM. Local Communications Man!IQ8r 
PPO- Produd Procosa and Q<ganizlllion data bas. 
Blackboard. T .am COOfdinalion .. rvices 

Figure 2.1 The Information Bus Architecture 

The DICE services are based on such existing standards as X-Windows and TCP/IP data 

communication protocols, and on such commercial products as spreadsheets and hypermedia 

software packages. These services are still evolving and have many gaps (for example, 

workflow control). Nevertheless they exist, as do documents that explain how to incorporate 

and use the DICE services. And they have been demonstrated successfully in an environment 

of multiple, geographically-dispersed perspectives with many teams, and they cover a large 

part of the life cycle of a product. Several organizations are in the process of integrating them 

into their own development environments. 

Users are presumed to have workstations from which they invoke computer assistance for 

their tasks. The data resides in a company-wide information repository called the Product, 

Process and Organization data base, composed of all the data regarding past products, process 

models, and resource characteristics. The engineering applications are "wrapped" to access 

data from the common engineering data base. In addition, local data can be used. The system 

provides a set of generic services to the virtual team, and these are shown on the upper part of 

the channel through which they communicate. The DICE generic services fall into five 
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categories, as shown in Figure 2.2. They are described at length in several papers in the 

Second and Third Symposia in Concurrent Engineering [8, 9]. These categories are set forth 

below with brief descriptions. 

Sharing 
Information 

Integrating 
Tools and 
Services 

Capturing 
Corporate 

History 

Co-locating 
People and 
Programs 

Coordinating 
the Team 

Figure 2.2 Modular Services Supporting CE Teams 

2.2 Virtual Collocation of People 

This service envisages enhanced communications among team members by providing them 

with the following capabilities: 

Conferencing among multiple remote, networked participants, supported by facilities for 

archiving and management of the proceedings. 

Applications and display sharing, based on the "client-server" model that allows all team 

members to interact synchronously with a shared application by using the same 

interface, including graphical outputs. 

Multimedia capabilities for creating, editing, and saving compound documents 

containing multimedia information by using such X-window-based document editors as 

FrameMaker. Multimedia communication capabilities should be enhanced with real-time 

audio transmission, voice mail, and real-time video capture and transmission. 

MONET is a real-time multimedia conferencing system to facilitate virtual collocation of 

people, computers and information resources. It is an example of a desktop conferencing 

system, developed in the DICE project to bring the immediacy of human face-to-face meetings 

to computer-mediated meetings on the network. The potential benefit is that team members are 

able to confer without It?aving their accustomed workplace, thus saving time and reducing the 
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considerable energy consumption in going to and from meetings (a form of "green 

engineering", one might say). Besides, for the sacrifice of some body warmth, the significant 

advantage accrues that one may respond faster and advance decision-making with greater 

rapidity because many questions that come up and otherwise would remain unanswered till 

the next meeting, can now be responded to with the data bases, engineering tools, 

spreadsheets and other such software accessible while the meeting is in progress. 

MONET, which stands for Meeting Qn the Network, also enables the sharing of the 

output displays of single-user tools, provided that they are X-Windows compatible. Thus 

many single-user tools that are used to visualize data can now be simultaneously shared and 

used for viewing and modifying detailed product information in the public view of a team of 

concurrent participants. While these changes are being made, voice and text exchanges can 

take place, and even be affixed as an annotation to the product data. 

MONET uses a directory server to locate and ascertain the availability of a participant in 

the network at any time. A conference server executes in every host machine that is currently 

the locus from which a participant is meeting; it manages all conferences in which the 

participant is engaged and routes messages (text, graphics, audio, and still video) that come to 

that host machine from other hosts, to the appropriate conference window. Therefore 

messages of many kinds may be exchanged over the data network: spoken voice, graphic 

screens cut from a CAD tool running in one window and pasted into the conference window, 

and typed text. If there is provision for a video camera and corresponding hardware boards in 

the workstation, it is easy to capture a frame and display it on all other participants' screens. 

However, live motion video is inhibited by the severe inadequacy of bandwidth on most 

networks, even local area networks, in spite of the data compression and differencing 

schemes employed in some advanced protocols. The underlying communication is provided 

by TCP/IP with the BSD-Unix socket entities. Each conference server waits for messages by 

listening on a pre-assigned port. Functions are provided to start a conference, leave a 

conference, call participants, add participants, close a conference and some additional 

functions for housekeeping. The typical appearance of the conference windows is shown in 

Figure 2.3 [10] 

Participants needing to interactively share an X-Window based application start up an 

additional server called the Cooperative Multiuser Interface to X (COMIX). This sharing is 

transparent to the application and thus collaboration via that application can be effected 

without changing a single line of source code -- this is the great advantage. One copy of the 

single-user application is shared among multiple users, and naturally this necessitates the 

serializing of inputs reaching the application server. One of the implemented serialization 

mechanisms is "chalk passing", whereby each participant may request the chalk, and when it 

is obtained, the participant can interact and modify the data at will (all the while changes are 

seen simultaneously by others in the conference -- this is referred to as WYSIWIS or 
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Figure 2.3 Participant Icons and the Conference Window 

what-you-see-is-what-I-see) until the chalk is voluntarily released. Pre-emption by a 

moderator is permitted. The underlying architecture is one in which the COMIX sharing 

server intervenes between the multiple X servers and the single client application, intercepting 

and multiplexing the mouselkeyboard inputs and the display outputs. In effect, COMIX 

simulates the scenario of multiple participants gathered around a chalkboard and manipulating 

the information on it in full view of all the participants, who can listen, see, and contemplate 

everything in a team context. 

MONET has a simple archiving capability, permitting the whole meeting to be saved as a 

file, and played back later for review. It still lacks the indexing mechanisms that can tum it 

into a corporate memory, at least as far as the proceedings of meetings are concerned. It has 

been proposed that before a meeting is adjourned a basic dialog box should be used to capture 

the conference chairperson's summary: the agenda discussed, the decisions arrived at, the 

names of parts or subsystems that figured in the meeting, any particular constraints that 

weighed in the discussion, assumptions, and so forth. These will be used to provide 

keywords by which the meeting would be indexed. Some indexing elements would be 

automatic such as the perspectives involved, date, and project. With this minimal post

meeting summary, it would be possible to answer many questions even years in the future; 

for instance, when was the material of this part decided? What were the assumptions at that 

time? Who authorized this modification? Indeed, MONET-like meeting facilities could provide 

archives that constitute one facet of the corporate memory (see below at Section 2.7). 
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2.3 Virtual Collocation of Computer Programs 

Facilit~es to exchange messages through synchronous meetings and asynchronous (but 

structured) electronic mail will be strong pillars of the virtual team support technology. It is 

just as important to improve the ease of communication among distributed programs, and the 

ease of sharing common programs. Enhanced communication among applications in 

heterogeneous networks will allow a greater degree of cooperation than now is generally 

possible. The following capabilities are indicative: 

A distributed yellow pages of resources allowing access to people, software, and 

machines available on the network, without prior knowledge of their physical location, 

as well as transport of data between computer programs by using uniform interfaces. 

Application and task management supporting transparent execution of remote 

applications which reside anywhere in the network, including job control capabilities 

over the network similar to those commonly available in operating systems for a 

single computer. 

The Communications Manager (CM) suite of software in DICE is a collection of 

hierarchical modules that provide important services for collaboration by messaging among 

programs to bring about interaction and integration. It is based on BSD-Unix sockets. A 

picture showing the layering of functions is given in Figure 2.4 [11]. The bottom layer, the 

CS (Communication Services), has two components, one that provides a connection-oriented 

service whereby the two processes are synchronized during the entire time of communication; 

and one which is connection-less allowing messages to be conveyed when the process at the 

receiving end is not actually executing at the same time as the sending process. 

0$1 - ApplJealiOn Servten 

TCPIIP - NFS. FTP, RJE 

0$1 - DIrectory Service-I, )(.500 

TCPIIP - NCS Loe.llon 8ro", 

051 - A SN.1 and L.y ..... 2-4 
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TMS CM Task Management Sv.tem 
"loiS CM Application Management System 
DS CM Network Directory Servl"". 
CS CM Communication Service. 

Figure 2.4 Layered Services of the Communications Manager 

In the connection-oriented scheme, the client process (which wishes to establish a 

connection) and the server (which wishes to accept connection requests) acquire 

communication end points on their host systems and bind it with addresses they wish to be 
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named by. Then the server indicates that it is prepared to accept connection requests from the 

potential clients and listens for any calls. The client makes the connection request to be 

connected to the server with a known address. Thereafter the two processes can engage in 

passing messages to one another and a variety of data types is supported. 

The connection-less protocol is implemented with a library of callable C functions used by 

the programs, and two daemons are set up in the sender and receiver. The sender specifies the 

receiver's address, the message contents, and any special flags. The receiver can specify that 

it will receive from a specific sender or from any sender. The messages received are stored for 

future retrieval, and once again a variety of data types is supported. 

To enhance transparency as to the physical address of the sender and receiver, a dynamic 

directory service is provided. A directory server daemon runs on at least one machine in the 

network. With this facility whenever a communicating server or client comes up, a database is 

updated by the directory server indicating on which host machine the named server or client is 

currently executing. Send requests need only identify a symbolic name of the server and the 

messages will be routed automatically to the appropriate host, and the CM daemon running 

within it will deliver the message to the right server application in that host. This is very 

valuable in distributed systems because application programs should be developed without 

relying on physical addresses which never remain fixed in a large network. It also simplifies 

the migration of distributed applications from one network to another. 

The Application Management System (AMS) is a higher level component and it serves 

efficiently to keep track of applications which are registered for invocation by any team 

member on the network. The user does not need to know the protocol for executing a remote 

application, or discover in which host it is meant to execute. Combined with the directory 

service, the AMS provides a transparent and uniform access to application programs in a 

heterogeneous distributed environment. By allowing users to exploit remote applications 

easily, it contributes to the view of programs as team resources, meant to be used by all, and 

appearing as local, although the execution is remote. AMS allows clients to access remote 

applications from within programs or from a command line interface. The arguments of the 

command line or call will specify the input files or data variables explicitly and these files and 

data variables are conveyed to the remote host for input to the remotely executed application; 

conversely, any outputs (whether files or data variables) are returned to the invocation point. 

It must be remembered that the AMS service is limited to non-interactive applications, because 

complementary software, such as X-Windows, is available for the developing interactive 

distributed applications. 

The Task Management System (TMS) is designed to satisfy the need to execute an entire 

suite of applications in some sequence (paralleVserial) and transport data variables and data 

files from the output of one application to the input of subsequent applications. This is often 

the case for performing engineering (and even business) analyses. The TMS is, in effect, the 
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conventional job control facility of an operating system, extended to heterogen~us distributed 
systems, without requiring any changes to the native operating systems. The key element is 

the task files through which the user needs to specify once the stream of tasks and their 
execution dependence on other tasks. The entire suite can then be invoked as a single macro 
command repeatedly. 

2.4 Team Coordination 

The following activities in a distributed team would contribute to enhancing the coordination 

when multi-functional concerns in an enterprise have to be taken into account: 

Team fonnation, structuring, and management of the personnel deployed throughout the 

organization in multiple teams, working together on several projects at once in 

different roles. 

Planning, scheduling, and managing of project related team activities, based on activity 

models that use a shared infonnation data base. This capability needs to be provided 

through a "Workflow Manager" module that manages the resources, analyzes the project 

for schedule optimization, generates reports, and disseminates task assignments via the 

generic communication services. 

Sharing of common views of the evolving product design to allow prompt notification 

of any changes and decisions to all the team members. This capability can be offered 
through a blackboard scheme that provides common visibility of the product model, at 

different levels of granularity, through a graphical interface. 

Directing the flow of infonnation among the team members and supporting negotiations 
for conflict resolution. 
Managing product requirements and constraints in a persistent manner throughout the 

product development process. This activity is supported by a "Constraint Manager" that 
will capture and maintain a constraint network for continuous evaluation of the 
product/process parameters as they are "posted" on the blackboard. 

• Monitoring of the product development cycle through continuous tracking and 

assessment of pre-selected "figures of merit" that reflect the quality of the design and the 

decision-making process. This activity is supported by a "Design Assessment Tool" that 

will apply quality evaluation models to an attribute of the the product, and evaluate and 

display performance metrics in the fonn of graphical and/or tabular reports. 

The Project Coordination Board (PCB) [12] is a DICE coordination service for teams of 

users who are linked together in the performance of work over a long period of time and build 

up the product's data definition gradually over that time. It works on the basis of a common 

workspace in which fIrStly, the tasks that are being worked on by team members at any time 
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are visible to all, and, secondly, the actual product data decisions that result from these tasks 

in multiple perspectives are asserted onto slots in a structured data model and made visible to 

team members. These commonly visible tasks and product data are the fundamental bases of 

the coordination provided. In addition to this there are notification mechanisms, attached to 

the product data model, so that changes to specific product data are notified by messages to 

those perspectives that have expressed a dependence on them. 

A Constraints Management System (CMS) is also attached to the product data, expressing 

the known customer, manufacturing, or other constraints that tie the various product data 

attributes into dependent relationships. In this way the project and the organization can, at 

once, enforce customer focus and take into account the physical or manufacturing constraints 

that are needed to achieve consistent, manufacturable products, satisfying or exceeding 

requirements. Conflicts are noted at the earliest time and notified to the project leader and team 

members for action. 

Quality Function 
Deployment Manager 

(QFDM) 

ConstraInt 
Management 

System 
(eMS) 

Design 
A9sessment 

Tool 
(OAT) 

Figure 2.5 Coordinating the Team 

Reporting and assessing of product perfortnance is also available as an automated service 

once the the project leader specifies which product data attributes are to be directly tracked and 

what perfortnance measures are to be computed by specified programs based on the product 

data held or pointed to in the PCB. It must be stated that product data attributes may be 

explicit data attributes, or pointers to CAD files, that contain data attributes. The perfortnallce 

monitoring of the product is done by a module called the Design Assessment Tool (DAT), a 

module that maintains the fortnat and content of a typical assessment procedure that has been 
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specified. The DAT executes whenever invoked (or at periodic intervals) and displays the 

results graphically and in the fonn of a report. In this way the project leader can obtain a 

"goodness" measure of the current state of the design based on multiple criteria, presumably 

reflecting the customer priorities. 

The notion of the team itself as something that is configured into a data base of team 

members with specific roles during a project is reinforced by the PCB. A team member may 

belong to several projects, each with its own set of team members, tasks, and product data 

model; whenever users in the organization sign on to a project via the PCB from their 

workplace, they immediately see tasks waiting for them, other tasks being done by other 

members of that project team, and the current state of the product data. Consensus building is 

emphasized by team members being notified of changes and having to respond to them. The 

PCB, with its significant capabilities for sharing and disseminating vital project information, 

is visualized as a key element for coordinated team work when the participants are distributed. 

2.S Information Sharing 

Shared information services are central to the notion of working rapidly and consistently in a 

group. Some standards are inevitable to enable infonnation sharing, and the following 

specific capabilities are needed for engineering information services: 

• Information modeling and representation in confonnance with the emerging STEP 

standard of the PDES (Product Data Exchange using STEP) consortium. 

Storage, retrieval, and exchange of product data by using an underlying Object-Oriented 

Data Base (OODB), in combination with uniform methods to access legacy data bases. 

Configuration control of multiple versions of technical data, engineering releases, parts, 

and documentation, tailored to the rules and procedures of specific organizations. 
The PCB requires a common data model that evolves over time and specifies which data 

in various perspectives, organized as a part-of hierarchy (the product structure tree of 

engineering data management), suffice to defme the product comprehensively. The PCB is 

dynamic, in the sense that the product data model is not specified ahead of time, but evolves 

even as the project work advances. 

On the other hand, there is the need to access the completely defined data of past products, 

whose data model can be specified with fmality. However, the usual case is that the totality of 

data for a single product lies in several different target data bases, and even in the fonn of 

multimedia files, CAD files, and mere paper. How then to provide a unifonn way of 

accessing and presenting such variegated data from several sources, heterogeneous in fonnat, 

different as to access mechanisms, and distributed over the whole network? This very large 

and challenging problem is not going to be solved in the near future, at least without 
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considerable restrictions that may make the solution irrelevant for organizations engaged in 

developing complex engineering products. 

The goal of one of the DICE efforts is to provide a unified way of accessing representative 

information repositories, and to develop methodologies for implementing it systematically. 

One component of the information sharing system is called the MIND (Model-based 

Information .Qirectory) [13]. This model defines what data exist regarding the product and 

indicates where that data ultimately resides. There are back-end interfaces to representative 

data repositories -- a commercial relational data base, a multimedia document repository, an 

object oriented data base, and a configuration management system. A picture of the 

information sharing architecture is shown in Figure 2.6. 

DBA 
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ISS: Infonnation Sharing System 

API:Application Programmers Interface 

MIND:Model-based INformation Directory 

DBA:Database Administrator 

RDB :Relational Database 

MMR:Multi-Media Repository 

Figure 2.6 Overview of the Information Sharing System 

As a result of the current work there will be available the capability to develop a product 

model directory based on the Express language, translated to C++ by a translator and 

maintained in a process that uses a commercial object data base. The repositories from which 

data can be supplied will include a relational data base system and a multimedia repository. 

Besides there will be an application programming interface for the information sharing system 

to allow applications to access data over the network. Modifications to data or the model of 

data are not envisaged since this system is meant to serve legacy product data. Later, a user 

interface could be built to access the information visually. It should be emphasized that the 

information sharing seI;Ver here envisaged has a substantial CE flavor in that it supports a 
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virtually unified data model; though the data itself resides in disparate data bases, the MIND 

sub-system brings it all together in a single model of the data and provides read access to the 

data elements rather transparently. 

2.6 Integration of Engineering Tools with the Architecture 

Engineering organizations have long had to contend with the problem of integrating different 

engineering tools whose internal representations or external data formats did not coincide. The 

following considerations now apply, in addition: 

Integration of DICE and commercial software into usable systems. This includes 

modeling data and processes, building wrappers for methods and services, imple

menting communications between modules, and customizing applications. 

Creation of a CE shell through which team members can conduct their group trans

actions with relative ease. 

From one viewpoint, that of the end-user employing tools, the essence of the problem in 

working with other perspectives is the difficulty of exchanging the data of proprietary tools. 

This makes it necessary to employ translators -- which are often unavailable, and partial at 

best in their efficacy. Incompatibilities in operating systems, hardware platforms, and 

communication protocols aggravate the problem. A wide variety of tools is typically used in 

organizations and they have overlapping functions. It is difficult even to decide which tool 

should be used for what purpose. The sheer variety of interfaces also makes it difficult for the 

user to leam their interaction protocol. 

The integration methodologies that have been invented to get over this problem are 

nowhere near being systematic and comprehensive, yet. But it is worth delineating a few 

approaches that have achieved their purpose in a limited context. Firstly, it is possible to 

distinguish between tight and loose integration methods. The latter approach makes no effort 

to modify the tool itself, on the assumption that such modifications are not feasible. What is 

left is to see whether the tool's data can be extracted and transmitted to another program. If it 

is rather open, the tool itself will permit operations like exporting (and importing) a subset of 

the data residing in the tool. Then the other tool may import the data directly or after a 

translator has been applied to transfonn the format to be consistent with that of the target tool. 

If a complete translator can be written this process of extracting data from one tool, applying a 

translator to the resultant file, and importing it into another tool can be built as a single TMS 

job (see Section 2.3 above). When tools are not open such data exchange becomes 

problematic, but can still be accomplished if the detailed structure of the data file is at least 

made available by the vendor of the CAD tool. The user organization can do the bespoke 

programming to transform the data into what can be accepted by another tool. Unfortunately, 
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today there are very meager portions of the complete data that have any widely accepted and 

usable exchange standards directly and fully supported by CAD vendors. 

In the case of tight integration, the approach is to modify existing applications so that the 

process of data extraction, translation and data importation (repeated any number of times 

serially among several applications or back and forth between two programs iteratively) is 

accomplished directly by one program calling another and connecting over the network by 

some communication protocol (for instance, the Sun Remote Procedure Call) that is built at 

the two end points. To construct such an interaction one must either have the hooks embedded 

in the CAD application, or open it up and put it in oneself. Obviously, this is labor intensive. 

But the thesis of this approach is that most users prefer to work from a single application's 

interface, if possible, and the application will have lasting use. These applications can be 

extended, using what are called wrappers, to host external data, tools, and CE services (see 

Figure 2.7). The wrapper manifests itself in one way as an extension to the tool's interface to 

incorporate the menus and dialog boxes by which other applications and their necessary data 

can be specified. The wrapper also has to perform the back-end work of extracting data from 

the tool's internal data structures and writing it out as a message or a file. In the latter case, the 

wrapper should translate the file format and then execute the other program that will use the 

data. Examples of such research prototypes include ASPRIN [14, 15], a system developed at 

GE Corporate Research and Development, to illustrate the use of a spreadsheet for integrating 

a collection of engineering tools. Data from the engineering tools are brought into a 

spreadsheet, and other analysis tools are invoked using the data present in the spreadsheet 

cells. The AMS (see Section 2.3 above) can also be used to perform the remote application 

invocation. The success of this approach depends critically on the tool selected to be the host

environment (or the integrating framework). The tools should be extensible, as regards the 

user interface and the function call interface; in other words, they must be fairly "open" tools. 

2.7 Capture of Design Intent in a Corporate Memory 

The need for continuing access to the knowledge acquired in past projects, and the 

preservation of experience gained and lessons leamed, has been the motivation for yet another 

generic service. It is hoped that by preserving contextual information along with the raw data, 

the past can be a guide in future projects, and at the same time, the pitfalls of mere imitation 

can be averted. Since intelligent re-use is the key, the following requirement arises: 

Archiving of design, history, intent, and rationale used in the decision-making process. 

This function should be provided by an indexed electronic notebook that will be in

terfaced with other CE generic services and the engineering tools used by the team. 
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Figure 2.7 Sharing Tools and Services in a Host Application 

The corporate memory of a product can be defined as all the meta-data, i.e. the why and 

wherefore concerning the product data which indicates why certain decisions were taken 

during the life-cycle. The effon to record the data itself is so taxing that little energy is left to 

narrate the reasoning behind the data, and what other data configurations were tried and what 

trade-offs have been made, based on what customer requirements or external constraints. One 

approach used in the Electronic Design Notebook (EDN) [16] of GE Corporate Research and 

Development is to provide services to create textual descriptions of the why and link them to 

the data itself. Such an EDN can be based on any word processing tool, or even better, a tool 

that allows sketching, drawing and organization of data, as in a spreadsheet. At one extreme, 

the EDN can be used as a private diary of the team member. But it can be formalized with 

some standard data authorization forms (for example, engineering change notices) to obtain a 

team accessible repository of the justification for certain product definition data. 

The EDN used at one site has the capability to hot link an icon in the document to another 

application, or to another document. Thus the annotation of the result in one document can be 

found by clicking on the icon. Such icons may also be attached to a CAD file, linking another 

document to it which contains the reasoning of how the data came to be. The annotations can 

also be attached as a voice fragment, if the Multimedia editor developed at CERC (as an 

extension of FrameMaker™) is employed [10]. Figure 2.8 shows how the reasoning behind 
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a decision can be attached to a hot spot in a technical document to allow browsing in the 

hypercard manner. 
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Figure 2.8 Hypermedia Example 

Clearly, the best point at which to annotate the data is when the data is captured. This 

could be in the CAD file itself, provided the CAD tool is open enough to allow an extension 

of its interface, followed by a remote procedure call to invoke some documentation program 

like FrameMaker which will bring up the relevant notebook in which the annotation should 

go. The annotation could also be attached to a slot in the virtually unified data model held by 

the PCB, or by the MIND sub-system, for those attributes that require a raison d'etre to be 

recorded. The indexing of the notebook is important. Later, when one wishes to recover the 

reasoning and constraints that led to a decision, it should be accessible by date, by part 

number, by person who made the decision, by perspective involved, by engineering change 

notice number, etc .. This has yet to be done comprehensively, but a sort of index is present in 

the EDN in the form of a collection of Design Study Summary forms used to annotate all 

major decisions. 

Acknowledgements 

It is a pleasure to acknowledge the wealth of discussions and wide cooperation among many 

researchers at CERC and the General Electric Corporate Research and Development in the 

DICE project. I have benefited greatly from their generosity and openness. I especially thank 

the Director of CERC, Dr. Ramana Reddy, for his infectious enthusiasm. This paper is a 

partial record of what I have learned by participating in the project, and I hope I have given 



www.manaraa.com

73 

due credit to all the contributors in the references. Further references to related work done in 

other projects will be found there. 

This work has been sponsored by the Defense Advanced Research Projects Agency under 

Grant MDA-972-91-J-1022 for the DARPA Initiative in Concurrent Engineering (DICE). 

References 

1. Berger, S., Dertouzos, M.L., Lester, R.K., Solow, R.M., Thurow, L.C. Toward a New Industrial 
America. Scientific American. June 1989. 

2. Cleetus, K.J., Uejio, W. eds. Red Book of Functional Specifications for the DICE Architecture. 
Concurrent Engineering Research Center, West Virginia University, Morgantown, WV. Feb 1989. 

3. Winner, RI., Pennell, J.P., Bertrand, H.E., Slusarzuk, Marko M.G. The Role of Concurrent Engineering 
in Weapon Systems Acquisition. Institute of Defense Analyses Report R-338. December 1988. 

4. Reich, RB. The Quiet Path to Technological Preeminence. Scientific American. Oct 1989. 
5. Cleetus, KJ. Definition of Concurrent Engineering. Technical Report CERC-TR-RN-92-003. Concurrent 

Engineering Research Center, West Virginia University, Morgantown, WV. Apr 1992. 
6. Hauser, J. R and Clausing, D. The House of Quality. Harvard Business Review. May - June 1988. 
7. Dehnad, K. (ed.). Quality Control, Robust Design, and the Taguchi Method. Wadsworth & Brooks. 1989. 
8. Proceedings of the Second National Symposium on Concurrent Engineering. Concurrent Engineering 

Research Center, West Virginia University, Morgantown, WV. Feb 1990. 
9. Proceedings of the Third National Symposium on Concurrent Engineering. Society for Computer Aided 

Engineering, Rockford, IL, and Concurrent Engineering Research Center, West Virginia University, 
Morgantown, WV. June 1991. 

10. Srinivas, K., Reddy, R., Babadi, A., Kamana, S., Dai, Z. MONET: A Multimedia System for 
Conferencing and Application Sharing in Distributed Systems. Proceedings of the First Workshop on 
Enabling Technologies for Concurrent Engineering. Concurrent Engineering Research Center, West 
Virginia University, Morgantown, WV. April 1992. 

11. Kannan, R., Cleetus, KJ., Reddy, Y.V. The Local Concurrency Manager in Distributed Computing. 
Proceedings of the Second National Symposium on Concurrent Engineering. Concurrent Engineering 
Research Center, West Virginia University, Morgantown, WV. Feb 1990. 

12. Londono, F., Cleetus, KJ., Nichols, D.M., Iyer, S., Karandikar, H.M., Reddy, S.M., Potnis, S.M., 
Massey, B., Reddy, A.L.N., Ganti, V. Managing Chaos: Coordinating a Virtual Team. Proceedings of the 
First Workshop on Enabling Technologies for Concurrent Engineering. Concurrent Engineering Research 
Center, West Virginia University, Morgantown, WV. April 1992. 

13. Karinthi, R, Jagannathan, V., Montan, V., Petro, J., Raman, R, Trapp, G. Integrating Heterogeneous 
Information Repositories in a Concurrent Engineering Environment. Proceedings of the First Workshop 
on Enabling Technologies for Concurrent Engineering. Concurrent Engineering Research Center, West 
Virginia University, Morgantown, WV. April 1992. 

14. Lewis, J.W., and the DICE Team. Wrappers: Integration Utilities and Services for the DICE Architecture. 
Proceedings of the Third National Symposium on Concurrent Engineering. Society for Computer Aided 
Engineering, Rockford, IL, and Concurrent Engineering Research Center, West Virginia University, 
Morgantown, WV. June 1991. 

15. Lewis, J.W., Fogg, H.W., Uejio, W.H., Sum, RN., Sarachan, B.D., Kenny, K.B., Czechowski, J.W. A 
CE Toolkit for DICE. Proceedings of the First Workshop on Enabling Technologies for Concurrent 
Engineering. Concurrent Engineering Research Center, West Virginia University, Morgantown, WV. 
April 1992. 

16. Uejio, W.H., Carmody, S., Ross, B. An Electronic Project Notebook from the Electronic Design 
Notebook (EDN). Proceedings of the Third National Symposium on Concurrent Engineering. Society for 
Computer Aided Engineering, Rockford, IL, and Concurrent Engineering Research Center, West Virginia 
University, Morgantown, WV. June 1991. 



www.manaraa.com

Integrated Tools and Technologies for Concurrent 
Engineering of Mechanical Systems 

Edward J. Haug 

Center for Computer Aided Design, The University of Iowa, Iowa City, Iowa 52242-1000 USA 

Abstract: Computer Aided Engineering tools and technologies that hold the potential for 

creating a simulation based Concurrent Engineering environment in the near-term and a design 

optimization based capability for the future are analyzed. Technical challenges and 

opportunities associated with integrating these tools into a software environment that can 

support multidisciplinary engineering teams are defined and illustrated. A road map for 

evolutionary creation of a simulation based Concurrent Engineering design environment in the 

near-term and a design optimization environment in the longer term is presented. Projects 

underway to create the capability advocated by the road map are presented, to illustrate 

technical considerations peculiar to Concurrent Engineering of mechanical systems and 

challenges associated with network based multidisciplinary CAE system integration for 

Concurrent Engineering. 

Keywords: simulation based design / tool integration for Concurrent Engineering / 

Concurrent Engineering road map 

1 Introduction 

Current mechanical system development approaches tend to revolve around improving 

characteristics of a product such as Reliability, Maintainability, and Producibility (RM&P), 

using prototype hardware test and analysis techniques that are applied after the active design 

phase, called the "post design phase." Little integration between designers and RM&P 

specialists currently exists [1]. This creates a competitive situation among engineering 

disciplines that inhibits effective communication and cooperation. RM&P analysis must thus 

compete for both resources and schedule in the post design phase with system integration and 

operational testing, significantly compromising any benefits that might be achieved [1]. 

Advances and growth in Computer Aided Engineering (CAE) technology create new 

possibilities for meaningful integration of RM&P considerations early in the design process, 
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when a significant impact can be made. The proliferation of engineering workstations, 

computer networks, and advanced computer simulation methods offers the potential for both 

design engineers and RM&P specialists to share data and analysis tools throughout the design 

process, in order to: 

(1) evaluate accessibility and other related maintainability characteristics as the design 

layout is created in a solid modeling Computer Aided Design (CAD) environment 

(2) identify failure modes and carry out failure analysis to predict reliability using 

computer simulation, prior to prototype fabrication and test; i.e., "soft prototyping" 

(3) simulate manufacturing processes and the effect of design changes on the cost, 

effectiveness, and robustness of manufacturing processes 

(4) capture and apply rules to help the design engineer arrive at a design that optimizes 

tradeoffs between RM&P and other product characteristics. 

This paper explores the potential impact that state-of-the-art CAE tools can have on 

Concurrent Engineering of mechanical systems and uses a road map, presented first in 

Reference 1, that may be followed for their orderly infusion into the design process. 

Enabling technologies for Concurrent Engineering of mechanical systems are outlined and 

illustrated via examples. Technical considerations associated with software integration to 

accomplish the intended goals are outlined here and addressed in greater detail elsewhere in 

this book [2-5]. Finally, two projects that are underway to integrate tools for specific 

mechanical system Concurrent Engineering applications are described, to indicate the scope 

and approach being used in software integration. 

While this paper addresses issues that are common to all disciplines contributing to 

Concurrent Engineering of mechanical systems, the application focus is on system 

performance, reliability, and maintainability. Consideration of manufacturability [6-8], 

design optimization [9-15], and human factors [16-18] are treated elsewhere in this book. 

2 The Impact of CAE in Concurrent Engineering 

Computer Aided Engineering is having a profound impact on the way in which engineering, 

manufacturing, and support departments in some companies conduct their activities. Design 

cultures cut across the academic world, the source of engineers, into industrial and 

government activities that collectively develop, produce, and procure complex products. In 

order for the full potential of CAE to be realized in improving RM&P characteristics of 

mechanical systems, even greater cultural changes will be required in the design community. 

All personnel that influence the RM&P features of a product, including designers and RM&P 

specialists, must become "on-line" in an integrated design process [1,4,19]. This means that 

RM&P specialists must become familiar with the CAE product development process and 
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designers must develop relationships between specific design features and RM&P 

characteristics of end items. Both must perform their functions in a highly interactive 

environment of shared responsibility and authority. 

Past emphasis on and organizational isolation of research, design, and RM&P specialties 

has caused communities comprised of these specialties to be isolated, both physically and 

organizationally. They have tended to become autonomous with respect to mainstream design 

functions. Consequently, the priorities of these isolated functions have become independent, 

or have diverged from the principles of sound engineering. Functional isolation has promoted 

sequential design practices, with complete designs being "thrown over the wall" [1,4,19] by 

design engineers for review and negotiation of changes by "ilities" specialists. Using the 

traditional design process, it becomes very expensive, in both cost and schedule, to change 

the design at this stage to achieve desirable RM&P characteristics that could have been 

"designed in" if the opportunity had been seized early in the design process. Furthermore, 

incentives for reduced weight, increased power, and improved performance have been easily 

identified. Thus, they have overridden the less tangible incentives for improved 

RM&P characteristics. 

Many product development and manufacturing sectors, both private and public, are now 

applying heavy emphasis to bringing the "ilities" back into the mainstream of the design 

process. This requires a major change in management viewpoint, toward a CAE based 

Concurrent Engineering approach in which appropriate RM&P trade-offs are considered 

equally with performance, throughout the design process. While Concurrent Engineering 

concepts are still being refined [1,4,19], the basic characteristics of a Concurrent Engineering 

design process include the following: 

(1) concurrent design of products and their manufacturing and support processes 

(2) establishment of multi-function systems engineering and design teams 

(3) practical engineering optimization of product and process characteristics, to create 

process and environmentally tolerant (robust), efficient, and cost effective designs 

(4) computer simulation (soft prototyping) before prototype hardware testing 

(hard prototyping) 

(5) laboratory experiments to confirm predictions of process and product characteristics. 

One of the effects of applying a Concurrent Engineering philosophy in the mechanical 

system design environment is a marked change in how development testing is used to achieve 

good RM&P attributes of the product. Historically, development testing has concentrated on 

a Test, Analyze, and Fix (TAAF) approach [1]. Instead of excessive reliance on TAAF after 

completion of the detailed design to "test in" RM&P, Concurrent Engineering encompasses a 

broad scope of computer simulation and development testing, directed to early verification of 

product characteristics and processes that are used to create and support the product. The 
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long-term goal is for simulation and development testing to replace the TAAF approach and 

serve two primary functions within the CE environment; 

(1) continually validate and refine simulation tools and databases that are used in 

support of product and process definition 

(2) discover RM&P shortfalls that could not be predicted within the scope of the 

available suite of CAE analysis tools. 

To a significant extent, RM&P research during the past decade has focused on electronic 

items and systems, due to their expense and contribution to life cycle cost for complex 

systems. The defense and commercial industrial communities have a reasonable 

understanding of top level electrical engineering design practices and a fairly detailed 

understanding of the current CAD, CAE, and Computer Aided Manufacturing (CAM) tools 

that are used for design and supportability functions. Design practices and design related 

capabilities that are applicable to mechanical systems, however, are not as well understood. 

For these reasons, contrasts are drawn in Reference 1 between CAE methods that support 

RM&P design of electronic and mechanical systems. The abbreviated treatment of this topic 

here is to provide a frame of reference for considering emerging issues in mechanical design 

forRM&P. 

Electronic RM&P engineering (especially diagnostics) has had significant success, due 

partly to the fact that the majority of electronic failure characteristics can be represented as 

independent failure modes. Mechanical systems tend to be much more complex, with each 

component having diverse failure mechanisms, interdependent failure modes, and dissimilar 

failure distributions; e.g., normal distribution due to wear and fatigue, versus exponential 

distribution due to independent failure rates. There is also a substantial difference in sources 

of maintenance actions, due to differences in accounting for failure modes between 

mechanical and electronic systems. In most cases, maintenance actions in electronics are 

induced by the occurrence of a failure that is accounted for in maintenance workload 

calculations, as well as mean times between unscheduled maintenance actions, the primary 

end user's measure of system reliability. On the other hand, wear mechanisms in mechanical 

systems do not count against Mean Time Between Maintenance (MTBM) figures, although 

they add to total maintenance burden if they result in replacement at scheduled maintenance 

intervals. This implies much greater complexity in making design trade-off decisions that 

impact mechanical system RM&P. 

Prior to discussing specific mechanical CAE tools that hold potential for improved design 

for RM&P, it is of value to review some of the challenges facing mechanical RM&P design, 

in comparison to more advanced tools and guidelines for electronic system RM&P design. A 

number of important and broadly valid points are concisely made in an Army Management 
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Engineering College textbook [20] on the topic "General Guidelines For Reliability Prediction 

of Mechanical Equipment": 

(1) In comparison to the analysis of electronic systems, confidence levels of reliability 

predictions for mechanical systems are generally low, because a standard and widely 

accepted approach for mechanical reliability prediction does not exist. Electronic 

equipments are far easier to model, because they are usually composed of 

standardized parts that perform a single function and fail at a constant and 

predictable rate. In comparison, mechanical systems are subject to a variety of 

dynamic stresses that are determined by the design configuration. 

(2) The difficulty of establishing standard procedures for mechanical reliability 

prediction is due, in part, to the complexity of developing realistic models of 

mechanical systems and the lack of accurate failure data on most 

mechanical equipment. 

(3) In order to be effective, reliability prediction techniques must relate reliability criteria 

and data to design engineering parameters. 

(4) The model of a mechanical system must realistically describe all failure modes and 

their effects on functionality of the system. 

(5) Utilization of electronics oriented procedures for reliability prediction of mechanical 

systems usually limits the accuracy and usefulness of the quantitative results. 

(6) A major obstacle to creating accurate models of mechanical systems is the number of 

engineering variables (and their complex interrelationships) that must be 

systematically accounted for. 

This assessment of the potential for reliability prediction of mechanical systems is, on the 

surface, extraordinarily pessimistic. While it appears to be an accurate assessment of the 

current state-of-the-art of tools used by reliability specialists in mechanical system reliability 

analysis, it does not reflect the potential that is offered by adapting well established and 

broadly used engineering simulation and CAD tools to create an environment in which these 

tools can become an integral part of the process of mechanical design for RM&P. Advanced 

simulation and CAD tools for geometric modeling, structural analysis, dynamic analysis, 

thermal analysis, design sensitivity analysis, etc., are used in virtually every engineering 

organization that does mechanical system design. These tools, however, tend to be isolated in 

the analysis and design departments of development organizations and have not yet found 

their way into formal procedures for RM&P analysis and design. The challenge, is to adapt, 

integrate, and apply established CAE tools by both the design and RM&P communities, in a 

form that serves their needs. 
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3 Enabling Technologies For Simulation Based Concurrent 
Engineering 

The ability to create and modify a design several times in the time that was previously required 

for a single design iteration has led to a phenomenal growth in the use of CAE technology in 

some industrial sectors; e.g., the aerospace community. While this process has been evolving 

over the past twenty years, the recent emergence of powerful CAE and CAD workstations that 

integrate design capture with analysis, in a graphical context at the engineer's desk, has 

rapidly accelerated this revolution. In 1985, it was estimated that 10% of American designs 

were accomplished using CAE methods. By the year 2000 this figure is expected to exceed 

80% [1]. This is causing profound changes in the design process, making it much faster and 

far more integrated than ever before. 

Simultaneous advances in computer hardware and software performance, improved 

understanding of the behavior of complex mechanical systems in diverse environments, and 

markedly improved control and visibility of manufacturing processes hold the potential for 

bringing the CAE revolution to bear on mechanical system design for RM&P. Key 

supportability analysis procedures such as accessibility analysis, dynamic load analysis, 

stress analysis, and failure analysis are becoming available as computer tools, to replace 

previously error prone and time consuming manual methods. Initial steps are being taken to 

integrate these tools into the designer's CAE environment. Integration of engineering data in 

a common database has the potential for enhanced timeliness, while decreasing the 

opportunity for errors, thus encouraging increased interaction in the design process by 

RM&P specialists. 

New CAE tools provide the following potential for improvement of mechanical system 

design for RM&P [1]: 

(1) allow the designer to accomplish RM&P analyses and iterate trade-offs 

(2) permit simulation-based TAAF techniques to begin while the design is still fluid 

(3) increase the capability to manage data and data flow, improve timeliness of 

feedback, and ensure automatic update of the integrated database 

(4) permit RM&P specialists to proactively influence the creative design process, both 

directly and by installation of design rules and design algorithms for use by 

the designer 

(5) allow significant improvements in communication and data transmission between the 

design engineer and the RM&P community. 

This section identifies a few CAD and CAE tools that can be adapted from the engineering 

design and analysis community to directly support design for mechanical RM&P. The 

immediate potential for CAE tool application in design for RM&P and the immense potential 
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in the future for further advances depend on exploiting the following emerging technologies 

and engineering tools: 

(1) powerful low and moderate cost graphics based workstations that permit user 

interaction with simulation and CAD tools 

(2) mini supercomputers and super workstations that have the power of last generation 

supercomputers, at a very small fraction of their cost 

(3) networked computer hardware and software that permits integrated use of 

workstations and compute servers, as well as access to central databases, on a 

timely basis 

(4) transition of the CAD industry from producing electronic drafting systems to 

creating geometric modeling systems that characterize designs and support design 

analysis and improvement, with dimensioned drawings being a byproduct of the 

design process. 

The simulation and CAD functions defined below outline the role that engineering 

simulation and design tools can play in support of the RM&P design process. The approach 

recommended uses CAD and CAE tools, integrated into the process of design for RM&P. 

Geometric Modeling defines the geometry of components and subsystems, in wire 

frame, surface, or solid form, for support of design, analysis, and production planning. 

Geometric models provide a geometry database that is essential for component stress analysis, 

thermal analysis, fluid flow analysis, kinematic and dynamic analysis, accessibility analysis, 

and specification of manufacturing processes. Geometric modeling is becoming an integral 

part of modem CAD systems, which provide access to geometry data to support engineering 

design, RM&P analysis, and production planning. Surface modeling is commonly used in 

CAD systems. Solid modeling is evolving and is, or will soon be available in most CAD 

systems and CAE software. CAD systems marketed and supported by companies such as 

Intergraph, Catia, CADAM, Computervision, Unigraphics, etc.; software such as PATRAN 

[21]; and other specialized modelers are currently used in engineering design and analysis and 

can support design for RM&P. 

The use of geometric modeling in support of design for RM&P requires reassessment of 

geometric databases to assure utility for the RM&P community, rather than developing a new 

stand alone capability. It also requires the development of RM&P specific graphics capability 

to utilize the data; e.g., anthropomorphic models to lift and place parts, assemblies, and tools 

[17,22,23]. Graphics communications standards are emerging that will permit the entire 

engineering design and RM&P community to access a unified geometry database and carry 

out Concurrent Engineering in a timely and practical way [4]. As noted earlier, solid 

modeling reduces or eliminates the need for physical mock ups and supports design for 

maintenance of mechanical packaging configurations. It also supports a broad range of 
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simulation and design steps that are required for analysis of failures and their consequences; 

e.g., dynamic, structural, and thermal analysis and design for producibility. 

Dynamic Simulation provides a method for carrying out computer simulation to 

predict system dynamic performance and loads and stresses that act on components of 

mechanical systems [24-28]. Interfaces with CAD geometry files permit the engineer to 

generate model data, establish the simulation environment, carry out computer simulations, 

and display high quality animations of system motion with a degree of realism that approaches 

that of an actual field test [25,26]. Interfaces with structural finite element models are 

required to define compliance of flexible system components, determine stress and strain time 

histories in components of mechanical systems, and predict component failures and 

component life [27,28]. System dynamic simulation tools such as CONTOPS [29], DADS 

[30], and DISCOS [31] provide a capability for rigid and flexible dynamic system simulation, 

using current computer technology. Major advancements are on the horizon that will provide 

high speed dynamic simulation of large scale mechanical systems, with a high degree of 

realism. Real-time interactive simulation and computer graphics animation are becoming 

feasible and create a "virtual prototyping" capability that will come into common use in the 

near future [32-34]. 

Recent emphasis on creating workstation and computer graphics interfaces for system 

dynamic modeling and analysis tools is making the technology available to both development 

and RM&P journeyman engineers [25]. Considering the importance of loads and stresses in 

assessing reliability of a mechanical system, system dynamic simulation tools will become 

imperative in speeding the design process, identifying reliability problems early in design, and 

correcting difficulties prior to fabrication and test. Use of dynamic simulation tools in test 

planning will also be of significant value, permitting test engineers to carry out numerous 

simulations, observe realistic animated dynamic performance predictions, and identify critical 

modes of operation that require evaluation during test. The result will be much better planned 

tests, both for creating critical environments that may lead to failure and for minimizing the 

amount of costly testing that needs to be carried out in operations that are of little threat to 

the system. 

Structural Analysis provides the capability for using structural geometric and material 

data and loads that are predicted by dynamic simulation or measured by experiment to predict 

stresses, strains, displacements, natural frequencies, and related structural performance 

factors. This capability permits prediction of failure modes for structural components and 

subsystems and provides data needed to evaluate durability and fatigue life. Finite element 

structural analysis computer codes such as NASTRAN [35] and ANSYS [36] are broadly 

used in design departments for analysis of structural components and subsystems of 

mechanical systems. Graphics based post-processors [21] that are available with finite 
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element codes and as part of CAE and CAD software systems permit the engineer to create 

finite element structural models, using CAD geometric data, and to carry out analysis of 

structural performance. 

Dynamic Stress and Life Prediction methods utilize finite element structural 

analysis tools that are well established in aerospace and automotive industries, for support of 

component design [27,28]. Application of finite element structural analysis by the RM&P 

community for failure prediction, in system environments for which component loads are 

known [24-26], will be of great value. More important, coupling finite element structural 

analysis codes into an integrated software system that includes system dynamics will permit 

prediction of component loads and stresses due to component interaction more accurately than 

has been possible in the past. This capability, coupled with historical data on component 

failure rates and fundamental data on material failure due to loads and stresses, will permit 

creation of new tools for reliability prediction that can be applied in a timely way, as soon as a 

design or design modification is defined. 

To be more concrete regarding simulation tools that are used in dynamic stress and life 

prediction, consider the off-road High Mobility Multipurpose Wheeled Vehicle (HMMWV) 

shown in Figure 1. This vehicle is intended for use in severe off-road environments that 

subject the vehicle to extreme loads and structural fatigue failure modes. In order to determine 

loads acting on components within the vehicle, a dynamic simulation model is created for 

dynamic response and load analysis. Figure 2 shows a schematic representation of the 

HMMWV vehicle suspension and steering subsystems. 

Figure 1. High Mobility Multipurpose Wheeled Vehicle (HMMWV) 
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Figure 2. Schematic Representation of a HMMWV Vehicle 

Numbers inside circles represent bodies that can move relative to one another during 

motion of the vehicle. In this model, each of the bodies is modeled as being rigid, for the 

purposes of dynamic simulation. Body I is the chassis of the vehicle, which includes the 

basic vehicle structure, engine, and transmission. Body 2, which translates relative to the 

chassis, is the front steering rack, whose motion is controlled by turning the steering wheel. 

Body 3 is a conceptual rear steering rack, which can be used to investigate four-wheel steer 

characteristics of the vehicle, even though the current vehicle is steered only with the front 

wheels. Body 4 is the lower suspension control arm of the right front suspension, which is 

pivoted with a revolute joint relative to the chassis and connected by a spherical joint to 

Body 5, which is the kingpen-wheel assembly. Body 5 is in turn connected to Body 6, the 

upper suspension control arm, by a spherical joint and Body 6 is connected to the chassis by a 

revolute joint. This closed chain kinematic subsystem permits vertical motion of the wheel 

system relative to the chassis Gounce) and steering motion of the wheel. Each of the other 

three suspension subsystems has identical form to that described at the right front. This 

model consists of fifteen bodies with ten dynamic degrees of freedom, presuming the rack 

displacements are specified by steering action. 

The equations of motion. for this model, including the effects of roll stabilizing bars, 

suspension spring and shock absorbers, and tire-road surface interaction, is created by the 

DADS [30] dynamic simulation software system. Road profiles, off-road terrain profiles, 

and extreme bump courses are modeled geometrically and the vehicle is driven over a series of 
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such test courses, much as it would be in actual field tests. Results of the simulation include 

the motion of the vehicle and all its components, as well as forces and torques that act on each 

of the bodies making up the model shown in Figure 2. The component of the vehicle of 

immediate concern is the lower right suspension control arm shown in Figure 3. Note that 

this y-shaped structural component has its left segment constructed as a weldment and the 

right segment constructed as a stamped component that mounts the spring and shock absorber 

assembly through bolted connections. This component transmits extreme loads created by tire 

interaction with the road surface and obstacles. Under extreme conditions, the shock 

absorber bottoms-out; i.e., encounters a hard bump-stop, which imposes extreme loads on 

the right segment of the control arm. High stress zones are anticipated in the vicinity of the 

attachment points of the spring-shock absorber mounting assembly to the control arm. 

Figure 3. HMMWV Lower Suspension Control Arm 

The 16,000 degree of freedom (DOF) finite element model; i.e., 16,000 equations in 

16,000 variables, of the control arm shown in Figure 4 was constructed [28] to analyze 

stresses in the control firms due to applied loads. Extreme loads predicted from dynamic 
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simulation were applied to the finite element model and stress distributions were studied, to 

determine locations and orientations of critical stresses. While the finite element model shown 

in Figure 4 is adequate for predicting distribution of load and stress patterns, it is not adequate 

for accurate prediction of localized stresses in critical zones. For this purpose, finite element 

submodels shown in Figure 5 were constructed in the vicinity of critically stressed zones, to 

provide higher resolution, more accurate localized stress prediction. These submodels are 

coupled at their boundary nodes with displacement results obtained from the finite element 

model shown in Figure 4, to transmit global finite element deflection data to the local region 

for highly accurate stress prediction. 

3500 Shell Elements 
56 Solid Elements 
96 Beam Elements 

16,000 D.O.F. 

Figure 4. Finite Element Model ofHMMWV Lower Control Arm 

Submodel #1 Submodel #2 
12000 D.D.F. 12,600 D.D.F. 

Figure 5. Global-Local Finite Element Submodels 
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Using stress influence coefficients [27,28] calculated from finite element models shown in 

Figures 4 and 5 and dynamic load histories using the model of Figure 2, stress time histories 

in critical zones modeled in Figure 5 were calculated, much as if strain gauges had been 

applied to these zones and data collected from actual tests. These stress time histories were 

then communicated to a stress amplitude-cycle counting computer program that applies 

Minor's rule to estimate contribution to the formation and propagation of cracks in the 

structural material [28]. This accumulated damage prediction can then be extrapolated to 

estimate the number of repetitions of the load history required to create a crack of critical size, 

in this application a crack of 2 mm length. This methodology allows failure prediction and 

reliability estimation using simulation, early in design before fabrication and test of full 

components and certainly the full vehicle system. 

In order to confirm predictions made, three control arms were instrumented with strain 

gauges and tested in the laboratory dynamic loading environment shown in Figure 6. Static 

loads were first applied and stresses measured to verify that the finite element model was 

adequate. Once confidence was gained in the accuracy of the finite element model, load time 

histories obtained from vehicle dynamic simulation using the model of Figure 2 were applied 

using this computer controlled test equipment, replicating the load history associated with one 

encounter of the series of road, terrain, and obstacle maneuvers to be tested via simulation. 

These load histories were repetitively applied until 2 mm cracks were observed, at which time 

the experiment was stopped. 

Figure 6. Life Prediction Experimental Verification 
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Results of this analysis and experiment are shown in Figure 7. As noted in the fIrst line 

of the tabulated results, static stresses from analysis and experiment differed by at most 6%, 

with most differences in the 1 % range. This level of accuracy was judged to be more than 

adequate for purposes of life prediction. As shown in the second line of the tabulated results 

in Figure 7, the analytical prediction of life was that the control arm would survive 813 

repetitions of the load history before 2 rnm cracks formed. The results of experimentation for 

three control arms, shown under experimental results in Figure 7, indicate that one experiment 

essentially precisely confirmed the analytical prediction and the worst disagreement was a 

50% over estimate of the life of the component. Since this type of life prediction estimate is 

understood to be accurate only to within an order of magnitude, these results are exceptionally 

good and suggest that life prediction and reliability-based design can indeed be carried out 

using simulation early in the design process, prior to fabrication and test of 

component hardware. 

Analysis Experiment Difference 

Static Stresses Finite Element Strain Gage Max. 5.8% 
Analysis Min. 1% 

1218 
(Fatigue Life 1043 
Number of 813 850 21/6% 

Load Histories) Average 1037 

D'f'" I Experiment - Analysis I 10001 
1 lerence = x -10 

Experiment 

Figure 7. Comparisons of Prediction and Experiment 

To illustrate the complexity of analysis involved in this application, the life 

prediction/reliability based design runstream that involves numerous computer programs and 

data sets employed in this analysis is shown in Figure 8. Design data created on a CAD 

system are extracted and passed to a structural modeler to create the fInite element models 

shown in Figures 4 and 5. This extensive finite element model data set is then passed to a 

finite element structural analysis computer code to create mass and stiffness matrices, lumped 

mass distribution data, deformation modes (both vibration and static correction), modal mass 

and stiffness matrices, and stress influence coefficients [28,37]. This extensive data set is 

then passed to the flexible dynamics interface computer program that generates flexible 

component and control data required for vehicle dynamic simulation. At the lower right of 

Figure 8 is shown the operations analysis function that defines the fIeld test data to be used in 

simulation, scenarios in which the simulation is to be performed, and the frequency of 
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encounter of various road, terrain, and obstacle features. These data are then passed, with 

results from the flexible dynamics interface, to the system dynamic simulation program that 

carries out the actual vehicle simulation and predicts component loads that are combined with 

stress influence coefficients to create stress and strain time histories at critical zones within the 

component. These data are then passed to the accumulated component fatigue prediction 

computer program that estimates accumulated damage for critical sections in welds, due to one 

encounter of the load history associated with the tests being simulated. The number of 

repetitions of the load history to create critical crack size is then estimated. Finally, these data 

are passed to the system life prediction software to estimate life of critical components, and 

failure rates. Shown at the bottom of Figure 8 is the option to carry out failure mode effects 

and criticality analysis [38], and ultimately estimate system reliability. 

Flexible Dynamics 
CAD Drawings Structural Finite Element InteIface 
and Data .. Modeler .. Structural Analysis .. • flexible component 
• dimensions .. • finite element .. • mass/stiffness .. 

data 
• materials model • Defonnation modes • control effects 

~~ 

System Life Accumulated Component System Dynamic 
Prediction ... Fatigue Prediction ... Simulation 

4. • critical comp;onents .... • critical sections .... • component loaos 
• failure rates • welds • stress/strain time 

~ 
history 

~ 

Failure Mode Effects Operations 
System Reliability and Criticality Aanl ysis Analysis 
Prediction .... • model of damanged • field data 
• mean time to failure ... 

system • scenarios 
• critical components • failure criticality • frequency 

assessment 

Figure 8. Life PredictionlReliability Based Design Runstream 

This extensive computational environment and runstream requires numerous computer 

programs, computers, and data storage and retrieval mechanisms to carry out the runstream. 

Methods and technologies that enable this major application are the topic of later sections of 

this paper. 

Failure Analysis provides a modeling environment that permits definition of 

component or subsystem failure and prediction of degraded component and system 

performance, as the consequence of a failure [39]. Dynamic and structural models of the 
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mechanical system can account for a failure and carry out simulations to define the 

consequences of a failure, predict degradation in system performance due to a failure, and 

determine changes in loads on all components in the system due to a failure. Failure analysis 

is feasible, but is not currently available in a CAD environment. Failure analysis relies on 

dynamic and structural analysis tools that are traditionally used in the design process for 

simulating the undamaged system. Use of these tools for failure analysis requires 

implementation of a workstation modeling environment that permits defmition of failures that 

are to be considered, modification of the model of the undamaged system that has been 

created earlier, definition of the environment in which the failure is to be investigated, and 

reporting simulation results in a form that is suitable for analysis of failure effects and their 

criticality [38]. 

Design Sensitivity Analysis defines the influence of variations in design on system 

and component performance [9-15,40]. It complements simulation tools by showing which 

design characteristics should be modified to most effectively improve performance, solve 

technical problems, and improve reliability. Design sensitivity analysis theory for structures 

is well established [40] and tools are beginning to appear in finite element structural analysis 

software [9-11]. Design sensitivity analysis of dynamic performance is currently under 

development and is expected to appear in commercial software products in the future [41]. 

Use of design sensitivity analysis as a tool in design for reliability will require development of 

workstation tools for definition of design variations that are to be considered, coupled with 

system models that are being simulated. 

Design sensitivity analysis offers a qualitatively new design tool that complements 

mechanical system simulation capabilities. It is extraordinarily expensive to modify a design, 

fabricate prototypes, and carry out multiple system tests to determine a desired design 

variation by conventional TAAF methods. Even the iterative use of state-of-the-art 

mechanical system simulation tools tends to replicate the TAAF philosophy in a computational 

environment; i.e., computer simulations and tests predict problems but not solutions. Design 

sensitivity analysis, on the other hand, provides a capability to determine how best to modify 

a design to improve performance and correct problems. The additional computational cost of 

obtaining design sensitivity information for structural systems is only about 10% of the cost 

of the basic structural analysis [40]. Coupling simulation methods with design sensitivity 

analysis tools will permit timely and cost effective prediction of problems and determination 

of design fixes, prior to building and testing hardware. 

Human Factors analysis may be used to analyze designs for ease of maintenance and 

servicing, using a human geometric (anthropomorphic) model to simulate performance of 

remove, replace, and service tasks in an operational use envelope [17,22,23]. Operator-in

the-loop simulation is used for evaluating and modifying designs to enhance performance of 
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the human-machine system [16,18,32-34]. Maintainability analysis tools exist and are being 

improved. Current capabilities are useful [22] and enhancements that are under development 

[17] will improve the utility of the tools for accessibility analysis, analysis of maintenance 

considerations, and in evaluating human capacity to carry out required maintenance functions. 

The technology for real-time operator-in-the-loop simulation to support investigation of the 

operator's ability to control equipment, operator cumulative trauma, and ease of training 

personnel to operate equipment is under development and can be exploited in the near future. 

Qualitatively new human factors tools will pennit human factors specialists to interact with 

the design team, throughout the system design cycle [16]. This will pennit design of optimal 

interfaces between the operator and the machine, allowing users to employ machines as 

natural extensions of their minds and bodies. In the near term, benefits are primarily derived 

from more easily maintainable systems in which accessibility and strength requirements are 

addressed during design. 

Environmental Sensitivity Analysis quantifies the sensitivity of equipment 

reliability and performance to variations in anticipated operational environments; e.g., 

component reliability changes due to variations in temperature, humidity, dust, and vibration. 

Based on this sensitivity, the designer can provide the proper environmental control; e.g., 

component placement, cooling allocation, material selection, sealing conditions, and damping, 

in order to maximize reliability, subject to other system design constraints. Sensitivity 

analysis tools are available but are used after the fact in design analysis. Computerized tools 

to optimize the effect of environmental sensitivity on reliability are within the reach of current 

technology. However, the effects of environments on equipment reliability need to be 

quantified. Further work to integrate environmental analysis tools with constrained 

optimization programs is necessary to improve the analysis and reduce cost. 

4 A Concurrent Engineering Tool Development Road Map 

While the definition of a detailed development plan for Concurrent Engineering tool 

development was beyond the scope of the report of Reference 1, a timeline describing the 

phases in which tools to support Concurrent Engineering for Reliability and Maintainability 

(R&M) could be brought to maturity was presented. Creating the desired evolution from the 

present post-design review consideration of R&M to an engineering design mode of operation 

in which R&M characteristics of mechanical systems are given heavy weighting requires 

developments in three areas. First, certain design functions that must be carried out in order 

to improve R&M must be defined, independent of the design methodology that is employed 

or the tools that are available to the designer. Second, there must be an evolution in design 

methods that yields a design synthesis approach in which R&M properties are designed into 
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mechanical systems. Third, intertwined between the design functions and evolving design 

methods is the development of CAE tools to support the process of design of mechanical 

systems for R&M. Achieving the desired evolution of design methods for R&M not only 

requires that individual design tools be improved, but also that design tools and computer 

technology be integrated into a CAE based interdisciplinary Concurrent Engineering design 

environment. 

Evolution of Design Methods for R&M that is needed to support the goal of 

design for mechanical system R&M was defined in Reference 1, in the form of a matrix that 

relates design functions for R&M to a projected evolution in design methods due to advancing 

CAE technology. Some of the major design functions that exploit tools identified in the 

previous section of this paper, which directly support enhanced R&M properties of 

mechanical systems, are tabulated along the vertical axis of the matrix of Figure 9. These 

functions are an essential subset of the myriad of design functions that make up the tool kit of 

Concurrent Engineering. A summary of these functions is provided, for convenient 

reference, in the following subsection. More detail on these functions and the CAE tools used 

in carrying them out may be found in Reference 1. 

The evolution of design methodology that will yield the desired improvements in R&M of 

mechanical systems is displayed along the top of the figure. This evolution begins with the 

present post design review method, makes the transition to simulation based design 

that employs engineering simulation tools in advance of prototype or system testing, and 

proceeds to a design optimization approach that uses simulation models and computer 

optimization methods to yield the best R&M properties possible, within technological and cost 

constraints. In describing the evolution of tools that support the various functions in 

Figure 9, it is understood that any tool used under a given methodology is available for use in 

all succeeding methodologies. A description of each of the three design methodologies 

envisioned is given in a subsequent subsection. 

Tools that must evolve or be created to support the seven R&M design functions shown 

along with left of Figure 9, for each of the progressively advancing design methodologies, are 

described in the ext of Figure 9. The evolution from post design review to simulation based 

design can be supported in the near term by exploiting and extending existing design 

simulation tools to meet R&M goals. Realization of the design optimization methodology is a 

longer term goal that builds on simulation tools, advancements in optimization methods, and 

integration of design software with CAD and CAE methods and databases. The evolution of 

methodologies represented in Figure 9 thus embodies significant advancements that can be 

initially realized in two to three years and culminate in revolutionary developments that will 

occur only in about a decade. 
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POST DESIGN REVIEW SIMULATION BASED DESIGN OPTIMIZATION 
DESIGN 

Line oriented CAD drafting Solid modeling based CAE Parameterized designs 
systems or manual drafting and CAD systems used to permit treatment of 
used to generate orthogonal create electronic spatial geometry, inertial 
view drawings and system definition of part, properties, etc. as attributes 

GEOMElRIC layouts. Manual subsystem, and system that are automatically 
MODELING extraction of data required geometry. Inertial, updated and extracted during 

to support each structural, and related data iterative design. Supports 
independent analysis extracted automatically and parametric component and 
program. Component data transmitted to appropriate subsystem design 
developed mannally. analysis program. Analysis optimization for 

output enhanced with performance, R&M, 
realistic J(raphics. and producibility. 

Failure data on existing Dynamics system Simulation models extended 
systems and comparability simulation and structural to include constraints on 
analysis based on field data finite element analysis design to avoid predicted 
for related systems used to carried out to predict loads failures. Design 
make qualitative and rough and subsystem failures, optimization methods used 

FAILURE quantitative estimates of using fundamental material to fine-tune design of 
ANALYSIS failures of a proposed failure criteria and failure components and subsystems 

design. Qualitative rate data for existing to avoid failures, consistent 
lessons learned employed components. Qualitative with constraints on 
to suggest problems and lessons learned data used performance, R&M, 
design improvements. with predicted loads and and producibility. 

stresses to identify 
problems and 
design improvements. 

Failure rates observed in Dynamic and structural duty S tress and life models 
previous systems used cycle analysis performed to extended to include 
with comparability generate component and constraints on design, to 
analysis for estimation of subsystem load, stress, and achieve acceptable 
loads on the present strain data for a variety of component life. 

STRESS/LIFE system to estimate failure operational scenarios. Optimization methods used 
ANALYSIS rates and life. Component and subsystem to fine-tune design of 

life predicted, based on components and 
fundamental material failure subsystems, in the presence 
characteristics, available of stress and 
component failure rate life constraints. 
information, and frequency 
of operational 
use information. 

Failure modes defined by Failure modes and criteria Composite failure mode 
qualitative analysis and for occurrence of failures models extended to include 
comparison with existing defined by simulation used constraints on system level 
systems. Failure mode to establish models of performance, R&M, and 
interaction and propagation system behavior in the producibility. Optimization 

FAILURE identified subjectively and presence of a variety of methods used to fine-tune 
MODE from analysis of failure modes. System design to avoid catastrophic 

ANALYSIS comparable existing dynamic and structural effects of individual and 
systems, to analysis carried out in the interacting failure modes. 
estimate criticality. presence of failures, to 

evaluate propagation of 
failures due to load 
redistribution. Quantitative 
FMECA J(enerated. 

Figure 9. Evolution of Mechanical Design for R&M 
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Qualitative judgments and Solid models used, with Geometric constraints that 
wooden mockups used to anthropomorphic data and assure component and 
evaluate accessibility of computer graphics that subsystem removal and 
parts and subsystems, to describe operator replacement capability by 
evaluate the ability of characteristics and the required percentile of 
maintenance personnel to capabilities, to evaluate maintenance operators 
remove and accessibility for removal formulated as requirements 

ACCESSmILITY replace components. and replacement functions, for design optimization. 
ANALYSIS prior to fabrication of Provision made for 

prototypes or mockups. simultaneous optimization 
of system performance, 
R&M, and producibility to 
include requirements on 
accessibility. Optimization 
used to fine-tune design of 
panels, placement of 
fasteners, and component 
geometry for tool access. 

The influence of variations Quantitative sensitivity of Simulation based design 
in design characteristics on performance and R&M sensitivity analysis 
performance and R&M characteristics to variations integrated with component, 

DESIGN properties estimated, based in design parameters subsystem, and system 
SENSITIVITY on experience and predicted by both dynamic design optimization 
ANALYSIS comparability analysis and structural simulation formulations, to improve 

with existing systems. tools. Design sensitivity system performance and 
information displayed using R&M constraints. 
computer graphics to guide 
design improvement, prior 
to fabrication and test. 

Sensitivity of system Simulation methods used to Simulation based 
performance and R&M carry out sensitivity sensitivity of performance 
properties to analysis with respect to and R&M characteristics to 
environmental variations variations in system and environmental variations 
estimated, based on component environments. integrated with design 

ENVIRONMENfAL comparability analysis Performance sensitivity sensitivity analysis and 
SENSITIVITY with existing systems and used with R&M prediction R&M prediction tools into 
ANALYSIS limited component and tools and design sensitivity a system design 

system test data. analysis' results to identify optimization formulation. 
design modifications that Component and subsystem 
enhance system performance designs optimized to meet 
and R&M insensitivity to performance and R&M 
variations in environment. goals with bounds on the 

sensitivity of R&M 
characteristics to variations 
in environment. 

Figure 9. Evolution of Mechanical Design for R&M (Continued) 

A note on the terse statements in Figure 9 and the descriptions of design functions and 

methods in succeeding subsections may assist the reader in associating them with his or her 

specific class of system, subsystem, or component. Since the scope of Reference 1 includes 

disparate classes of defense mechanical systems; e.g., nuclear submarines, tanks, helicopters, 

fighter aircraft, and a myriad of mechanical components, the discussion was necessarily 

relatively general. The concepts embodied in the matrix of Figure 9 can be sharpened for 
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specific classes of systems, subsystems, and components to serve as road maps for different 

sectors of the mechanical system design community. 

Functions in Design for R&M that must be carried out are a subset of those 

employed in the broader context of Concurrent Engineering. The specific functions identified 

in Figure 9 that must be carried out in design for R&M, using tools identified in Section 3 of 

this paper, are summarized here as follows: 

(1) Geometric Modeling involves definition of part, subsystem, and system geometry 

and associated nongeometric data that determine inertial and structural properties. 

Parameterized geometry supports future design optimization and feature-based design 

methods. 

(2) Failure Analysis involves identification and quantitative prediction of failures that 

may occur in a mechanical system; e.g., a vehicle suspension spring breaks, a jet 

engine looses 30% of its thrust capacity, or a seal in a submarine periscope leaks. 

Failure analysis includes both the qualitative definition of the nature of failures and 

the quantitative prediction of the onset of a failure, as a function of loads and stresses 

on components and subsystems. 

(3) Stress/Life Analysis involves determination of loads and stresses on subsystems 

and components; e.g., engine torque, stress in a component, or pressure acting on a 

seal, and prediction of component life due to the loads and stresses encountered in an 

operational environment. 

(4) Failure Mode Analysis involves analysis of failure modes to determine their 

impact on performance and redistribution of loads and stresses on other components 

of the system; e.g., suspension spring breakage in a vehicle leads to large wheel 

travel and fracture of a suspension bump stop, or leakage in a submarine seal leads to 
intake of fluid that damages optical components. 

(5) Accessibility Analysis involves analysis of the ability of maintenance personnel 

to remove and replace parts of a mechanical system; e.g., the ability to remove and 

replace a vehicle suspension spring without disassembling the suspension 

subsystem, or the ability to remove and replace a seal in a submarine periscope. 

(6) Design Sensitivity Analysis involves determination of the influence of changing 

a design parameter on failure characteristics; e.g., increasing the diameter of wire in a 

coil spring of a vehicle suspension system by one percent yields a three percent 

increase in the ultimate failure load of the spring, or increasing the bulk modulus of 

rubber seal material by one percent yields a ten percent increase in pressure that can 

be supported by the seal. 

(7) Environmental Sensitivity Analysis involves determination of the influence of 

variations in environments that are defined by operational scenarios on R&M 
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characteristics; e.g., a ten degree increase in the extreme temperature encountered by 

the tire of a vehicle reduces its load capacity by five percent, or a five degree 

reduction in the temperature of a seal decreases its pressure sealing capability by 

twelve percent. 

Evolution of Design Methodology required to carry out the design functions 

described above and reflected at the left of the matrix of Figure 9 involves a significant change 

in design methods that will bring concurrent consideration of system performance and RM&P 

characteristics, of a system into the design process, for broad classes of mechanical systems. 

While the evolution in design methods is relatively independent of design function, it is highly 

dependent on the evolution of CAE and simulation tools. In order to make the evolution of 

design methods projected in Figure 9 more meaningful, two stages of evolution are projected 

beyond the current post design review process, as follows: 

(1) Post Design Review is the current serial process of reviewing completed designs 

for R&M properties, after the engineering design community has essentially 

completed its design activity. This methodology severely limits the impact that R&M 

specialists can have on design, since they inherit the design after it is complete and 

can only suggest modest modifications to improve R&M properties. The post design 

review methodology is based on either paper or electronic drawing characterization of 

designs and is heavily dependent on experience based judgements and on analysis of 

test data for mechanical R&M evaluation and improvement. 

(2) Simulation Based Design is the process of using modern workstation based 

CAE and graphics capability for system performance, reliability, and maintainability 

simulation, by both engineering design and R&M personnel, throughout the design 

process. Fundamental advancements in simulation technology and powerful 

engineering simulation software permit quantitative prediction of system R&M 

properties, based on conceptual component and subsystem structure and fundamental 

component data, long before system, component, or subsystem prototypes are 

fabricated and tested. Availability of validated simulation technology provides design 

teams with the capability to predict performance and R&M properties of systems and 

to determine the effect of design variations on these properties. The result is a set of 

design tools that permit concurrent design for performance and R&M characteristics. 

(3) Design Optimization is the use of automated computer trade-off and optimization 

methods in a computer aided engineering environment that exploits simulation tools 

as models of mechanical systems being designed, to support system design 

optimization for both performance and R&M properties. Implementation of formal 

computer optimization methods will permit fine tuning the design of individual 

components, as well as creating a system level design optimization capability that will 
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permit enforcing constraints on failures, failure mode interaction, accessibility, and 

environmental sensitivity. Using design sensitivity analysis tools, systematic trade

offs and design optimization can be carried out at both the system and 

subsystem levels. 

The evolution from post design review to simulation based design can be supported in the 

near term by exploiting and extending existing design simulation tools to meet R&M goals. 

Realization of the design optimization methodology is a longer term goal that builds on 

simulation tools, advancements in optimization methods, and integration of design software 

with CAD and CAE methods and databases. The evolution of design methods represented in 

Figure 9 embodies significant advancements that can be initially realized in two to three years 

and culminates in revolutionary developments that will occur only in a decade. 

No attempt is made in this paper to discuss each of the twenty-one summary entries in the 

matrix of Figure 9. As noted above, these very brief descriptions must be sharpened to 

provide a concrete road map that is applicable to guide the development of design methods for 

a specific class of mechanical system. It is interesting to note that many of the papers 

contained in this book address specific applications and tools summarized in 

Figure 9. Rather than commenting further on specifics of tools that contribute to the evolution 

in design methodology, the remainder of this paper is devoted to a brief discussion of 

emerging CAE tools and their integration into environments that can support Concurrent 

Engineering of mechanical systems for improved R&M characteristics. 

5 Software Integration to Support Design for RM&P 

As a concrete example of CAE tool integration to support mechanical system design in a 

Concurrent Engineering environment, the software environment shown schematically in 

Figure 10 may be considered. Development and implementation of this software environment 

is a goal of the NSF-Army-NASA IndustrylUniversity Cooperative Research Center for 

Simulation and Design Optimization at The University of Iowa. The goal of this development 

is integration of state-of-the-art advanced engineering simulation tools discussed in Section 3 

of this paper with a database and command processing system that permits interdisciplinary 

engineering teams to carry out system simulation and design evaluation throughout the 

design process. 

The heart of the software environment shown in Figure 10 is a database and command 

processor [2-4] that is a repository of design, environmental, and performance data that 

characterizes the mechanical system under development. These data, stored in a variety of 

formats on a variety of computers, are accessible to the broad range of engineering simulation 

and design analysis tools shown on the periphery of the diagram in Figure 10. Most tools 
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Figure to. A Software Environment for Simulation Based Concurrent Engineering 

contained in blocks in Figure to are commercially available software packages that are in 

common use in industrial design organizations. The spokes that connect these tools to the 

database are schematic representations of data passing mechanisms that permit the engineering 

team to pass data required for a variety of simulations from geometry mes, CAD definition of 

the design, and simulation environment data to the appropriate simulation tool for analysis and 

return of appropriate data to the central database for performance, reliability, and 

maintainability evaluation. 

As noted in Figure 10, numerous discipline specific tools; e.g., structural analysis, 

thermal analysis, dynamic analysis, control analysis, and hydraulic analysis software, must 

be used in the mechanical system design process. This implies that contributions are required 

from specialists in numerous engineering disciplines to support development of a practical 

environment that can be used by an engineering team. This leads to the requirement for 

graphics based computer workstation environments that will support design definition, 
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engineering design, data generation, and simulation test definition. This diverse collection of 

activities requires use of a variety of computing subsystems, ranging from CAD workstations 

to mainframe computers. A schematic diagram of the computing environment on which this 

software system is being implemented in the Center for Simulation and Design Optimization at 

The University of Iowa is shown in Figure II. Four types of engineering workstations are 

used to support the variety of modeling and simulation tools shown in Figure 10, as indicated 

at the top of Figure 11. Two CAD systems, shown at the upper right of Figure 11, are used 

to generate and capture design data and create modeling information that is passed to the 

central database to support a variety of simulation tools. While modeling is typically done on 

a CAE or CAD workstation, many of the analyses required involve extensive data sets and 

massive amounts of computation. For this reason, a separate data control computer (V AX) is 

used to manage the database, and mini supercomputers (Alliants) are used to support number 

crunching. In order to support the multidisciplinary team, however, details of this underlying 

computing environment must be transparent to the user. 
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Figure 11. Heterogeneous Computing Environment 
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In order to support the wide variety of simulation and design applications shown in Figure 

10 on the heterogeneous computing environment shown in Figure 11, network computing 

tools are employed to control the simulation process. The Network File System is used to 
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locate data files on the various computers in the network and to pass data required from 

sources in the network to the network node on which modeling or analysis is to occur. The 

Network Computing System is employed to automate the process of data passing and for 

assignment of specific computational tasks to computer nodes on the network shown in 

Figure 11. For example, an engineer carrying out structural analysis may employ PATRAN 

on a HP-Apollo workstation to create a structural model and call for a stress analysis. If the 

stress analysis is to be carried out using a large scale finite element code such as ANSYS that 

resides on an Alliant mini supercomputer, logic embedded in the network controls the process 

of passing data required for the analysis specified from the HP-Apollo to the Alliant, 

launching the ANSYS finite element run and returning data to the HP-Apollo workstation for 

analysis by the engineer. With these networking tools, the engineer need not know which 

machine on the network has actually carried out the computational support tasks. Finally, 

using X-window network windowing standards, information may be displayed in multiple 

windows on the engineer's workstation or CAD system, under the control of another 

computer on the network, without overt involvement by the engineer. Use of such standards 

permits implementation of uniform user interaction tools over a network of computers 

and workstations. 

As a specific example of a large scale integrated software environment to support design 

for RM&P, consider the life prediction/reliability based design simulation run stream shown in 

Figure 8. The goal of this multidisciplinary, network based runstream is to carry out 

simulated life testing of a mechanical system, as described in Section 3. 

This application of simulation tools to assess life and reliability of large scale mechanical 

systems requires substantial investment in software, computer hardware, and an integrated 

simulation environment to support multiple program/multiple computer multidisciplinary 

analysis. This runstream has been successfully carried out at various levels of automation. 

Work is currently underway to reduce this proof of principle application to a practical 

simulation and analysis environment that can be routinely applied during mechanical 

system design. 

6 Pilot Projects in Simulation Based Concurrent Engineering 

tracked Vehicle Concurrent Engineering Tool Development, Integration, and 

Validation. The purpose of this section is to outline developments in two substantial 

projects that are developing concrete capabilities, using the software integration model of 

Section 5. In October of 1991, the Center for Simulation and Design Optimization was 

awarded a two-year project in tracked vehicle Concurrent Engineering. This project exploits 

recent technical developments and investments by DARPA, the Army, the National Science 
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Foundation, and US industry to develop and validate a Concurrent Engineering capability for 

tracked combat vehicles, with the military vehicle development industry. Simulation based 

design technologies that have not yet been exploited by this industrial sector are being 

integrated using the DARPA DICE framework described in Reference 4 on a network of state

of-the-art workstations, parallel computers, and vehicle driving simulator facilities to support 

Concurrent Engineering of tracked combat vehicles. A partnership with three military vehicle 

industrial ftrms and support from West Virginia University and the Anny Tank-Automotive 

Command leverages the results of ongoing research and development programs to create a 

qualitatively new tracked combat vehicle Concurrent Engineering capability. The purpose of 

this subsection is to explain the approach being used in this development, to create a practical, 

usable, and validated Concurrent Engineering environment for a specific class of 

mechanical systems. 

Integral to this project is the continuous use, reftnement, and validation of the Concurrent 

Engineering tools by the industrial partners, using computer and support facilities provided by 

the Center and facilities at each of their sites. Computer network connections are being 

provided to give the industrial partners access to Center facilities. The tools developed are 

being implemented and tested at Iowa, using network connection to the industrial sites. Each 

industrial partner will apply and tools developed on a generic tracked vehicle application, to 

guide the development of an effective Concurrent Engineering environment. Each industrial 

partner will then carry out a substantial application project using the tools and environment 

developed. This mode of development is recommended to create a proven Concurrent 

Engineering environment that will be functional in operating industrial environments. 

A suite of CAE and operator-in-the-loop simulation tools is being integrated into the 

DARPA DICE environment [4], with assistance from West Virginia University and industrial 

and government partners in the project. Tools to be integrated include tracked combat vehicle 

mechanical system performance analysis, geometric modeling, load analysis, dynamic 

analysis, structural analysis, dynamic stress computation, life prediction, structural design 

sensitivity analysis, optimization, and operator-in-the-loop driving simulation, as shown in 

Figure 12. 

Each of the software systems to be integrated provides design and analysis capabilities for 

a single discipline; tracked vehicle design [26], fatigue life prediction [27,28], design 

sensitivity analysis and optimization [9-11], and driving simulation [32]. A Concurrent 

Engineering environment that allows engineers using these tools to share infonnation and 

coordinate their activities in tracked vehicle design is being built using the basic services and 

tools provided by the DICE architecture [4]. Two fundamental requirements for creating such 

a DICE based tracked vehicle CE environment are (1) the software must be integrated to allow 

engineers to exchange and share engineering data, and (2) a means must be provided in the 
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Figure 12. Tracked Vehicle Concurrent Engineering Environment Being Developed 

environment to manage and coordinate activities for maximum concurrency as the 

design evolves_ 

With respect to the first requirement, each software package is being integrated into the 

DICE architecture by means of a DICE data wrapper [4], so that it can communicate with the 

global Product, Process, and Organization (PPO) server for shared information and the DICE 

Blackboard for coordination with other wrapped Center software. The DICE Concurrency 

Manager will be used for remote process communication in the DICE architecture. 

With respect to the second requirement, a PPO model is being created for tracked vehicle 

system Concurrent Engineering. This PPO model will contain a global database schema for 

tracked vehicle systems (the Product), specifications of design and analysis activities for 

tracked vehicle systems (the Process), and information on personnel and resources (the 

Organization). The PPO model will be implemented in the ROSE database system and the 

DICE PPO server will provide services within the tracked vehicle design environment to 

allow the PPO model to be accessed, inspected, and shared. 

The global database schema for tracked vehicle system information will emphasize 

engineering data sharing. For example, the database will contain pointers to engineering 

models (Finite Element, Geometry) that are created by engineer A on workstation B, so that a 

different engineer may obtain these pointers and read the same engineering information as A. 

This sharing of engineering model information assists in maintaining model consistency 

across different engineering discipline software and provides for information distribution. 



www.manaraa.com

103 

The Process part of the PPO will contain specifications of engineering activities, pre- and 

post-conditions, and data requirements for each activity. Engineers and the project leader will 

use the Process part of the PPO model and use the DICE Blackboard and DICE Concurrency 

software to coordinate their activities, in a heterogeneous computing environment. 

The DICE architecture tools and software modules to be used in building this tracked 

vehicle CE environment are as follows: 

(1) DICE wrapper tools, which facilitate development of software interfaces to DICE 

architecture services, tools, and other wrapped DICE applications 

(2) DICE Blackboard, which provides a software forum for engineers to cooperate and 

coordinate their activities 

(3) DICE Concurrency manager, which provides software mechanisms for network 

transparent communication between workstations and design and analysis run

stream authoring, scheduling, and execution services 

(4) ROSE and PPO information management tools. 

U sing the above Concurrent Engineering environment, the typical scenario shown in 

Figure 13 for tracked vehicle design is described below, where activities 2 and 3 will be 

concurrently carried out, once activity 1 is completed. Likewise, activities 4 and 5 will be 

carried out concurrently, once activities 2 and 3 are completed. 

Activity 4 

• Driving Simutator 
Workstation 

(DSW) 

DEC 
Workstation 

DEC or Sun 

DEC or Sun 
Workstation 

Figure 13. A Typical Concurrent Engineering Scenario 

Activity 1 

CAD System 

Activity 1. The CAD system is used to specify the design of vehicle parts and to 

assemble parts into part assembles. Assembly information and mass property data for each 

part; e.g., mass, moments of inertia, and center of gravity, are transferred from the CAD 
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database to the Tracked Vehicle Design Workstation (TYWS) [26] database. In the global 

database, pointers are structured in the same way that vehicle part infonnation is structured in 

the TVWS to store pointers to part characteristics obtained from all CAE tools. 

Activity 2. The TVWS is used to generate tracked vehicle dynamic analysis models and 

to launch standard dynamic simulation tests using the Dynamic Analysis and Design System 

(DADS) [30]. Pointers to dynamic simulation models and dynamic analysis results that are 

need for other CAE workstations will be stored in the global database, through the PPO and 

communication channel. 

Activity 3. Design engineers use part infonnation pointers available in the global 

database to review the geometric characteristics of parts and build finite element structural 

models using PA TRAN, through the Design Sensitivity Analysis and Optimization 

Workstation (DSOW) [9-11]. The structural design engineer uses parameterization 

capabilities provided in the DSOW to derme design parameters and launch structural analysis. 

Pointers to these structural models and analysis results, which are to be used for dynamic 

stress computation, are stored in the global database through the PPO and communication 

channel. The design engineer can then carry out structural design sensitivity analysis. 

Activity 4. The soldier-in-the-loop Dynamics Workstation (DSW) will use the dynamic 

simulation model generated by the TVWS to control soldier-in-the-loop simulations on the 

IDS that provide soldier feedback about the vehicle designed. 

Activity 5. Reliability engineers use pointers in the global database through the DICE 

communication channel to obtain the finite element model created in the DSOW and associated 

structural analysis results. 

Once design evaluations are completed using the workstations, suggested design changes 

are posted on the Project Coordination Board for discussion and for coordinating teamwork. 

The Concurrent Engineering environment being developed will support transparent 

integration of tools and databases by means of local area and long-haul computer network 

connections, utilizing standard communication protocols (TCP/IP). This provides maximum 

compatibility with existing hardware and software facilities at industrial partner sites. In 

addition, it allows portions of the environment to be hosted centrally on facilities at The 

University of Iowa, to minimize the cost and extent of additional hardware acquisitions and 

software licenses required to support the project. These connections will be used for remote 

testing of components of the Concurrent Engineering environment, prior to their delivery to 

industrial partners. 

Realistic prototype examples are being used as the foundation for guiding development of 

the Concurrent Engineering environment, for testing and evaluating the effectiveness of the 

tools implemented. To fonn a common foundation for joint design, test, and evaluation of the 

environment, a generic MI tank test application is being used by all participants in the project. 
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Design definition and rigid-body off-line simulation will be carried out with the TVWS at each 

site. Life prediction and structural design sensitivity analysis of a road arm is being used to 

provide experience in use of the DSLP workstation and the DSOW. Communication of load 

information from the TVWS, detailed structural design parameterization from the DSOW, and 

deformation mode and dynamic stress computation for the DSLP workstation is 

communicated through the DICE tool sets. Project design information is stored in the global 

database, with interactive project information posted on the blackboard. Driving simulator 

applications will be carried out using an initially fixed base to demonstrate the capability to 

support soldier-in-the-loop simulation, in parallel with more traditional design activity. 

Simulation Based Design for Military System Supportability and Human 

Factors. An extended simulation based Concurrent Engineering environment is being 

developed in a related project recently awarded by the Defense Modeling and Simulation 

Office (DMSO) to bring realistic consideration of military system supportability and human 

factors into the early phases of the design process. 

The specific objectives of this project are as follows: 

(1) Broaden the scope of applicability of simulation based design to ground tactical 

vehicles, material handling equipment, construction equipment, and 

maintenance equipment. 

(2) Incorporate tools for maintainability evaluation and design for maintainability into a 

Concurrent Engineering environment, using advanced anthropomorphic modeling 

methods and computer graphics that permit consideration of protective clothing, 

restricted vision, and special tools [17]. 

(3) Enhance the ability of military personnel-in-the-loop simulators under development 

to create realistic duty cycle information needed in design for durability and 

reliability early in the design process. 

(4) Use simulator generated duty cycle information, which has heretofore been available 

only after hardware has been developed and tested, early in the design process when 

design latitude remains to optimize military equipment for durability and reliability. 

Since the project outlined earlier in this section is focused on tracked combat vehicles, this 

pilot project addresses extensions of the methods and software being developed to support 

wheeled tactical vehicles, material handling equipment, construction equipment, and other 

mechanical systems. To meet this objective, the tracked vehicle Concurrent Engineering 

environment shown in Figure 12 will be broadened, as shown in Figure 14, to support a 

broad range of applications. As indicated at the lower left of Figure 14, the CAD environment 

will include three major CAD systems that are used by participants in this project, providing 

the capability to define components, structures, and other design characteristics of military 

equipment. Parts catalogs and databases associated with design for supportability and human 
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factors will be defined, to fonn the foundation for intercommunication among the various 

workspaces shown at the bottom of Figure 14. Wrappers will be developed for the CAD 

systems, to pennit access to design data from each of the four functional workspaces shown 

at the lower right of Figure 14, as transparently as possible to application oriented 

engineering teams. 
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Figure 14. Simulation Aided Design System for Supportability and Human Factors 

The CAD interfaces, wrappers, and data structures [5] developed in this project will be 

documented to support each of the four application workspaces. Initial application experience 

with the participating organizations will be used to refine the software environment, the 

database structure, and communication interfaces to ease the burden on specialists in the 

application workspaces. 

Wrapper software and communication channels will be developed to support the 

Maintainability Analysis Workstation shown in Figure 14, based on the JACK 

anthropomorphic modeling system [17]. Geometry that characterizes design of the 

environment in which maintenance operations are to be investigated will be made accessible to 

the maintenance analysis workstation from the CAD environment, permitting identification, 

extraction, and transmission of geometric information needed for remove, manipulate, and 

replace functions encountered in maintenance activities, with personnel wearing protective 

clothing and carrying tools. 
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The dynamic stress and life prediction workstation that is the foundation for durability and 

reliability analysis of tracked combat vehicles shown in Figure 12 will be extended to be more 

broadly applicable and incorporated in the environment proposed for Durability and Reliability 

Prediction Workstation shown in Figure 14. Wrapper software and interfaces will be 

extended to provide communication with each of the four other workspaces/workstations, to 

provide data flow needed for durability and reliability assessment of broad classes of 

mechanical subsystems and components. 

The Structural Design Workstation shown in Figure 14 will include a capability for static 

and vibration analysis, as well as design sensitivity analysis and optimization of structural 

components. Interfaces between the Structural Design Workstation and the CAD environment 

will be strengthened over currently existing capabilities, to enhance the ability of structural 

specialists to access structural detail from the CAD system, carry out structural analysis of 

component failure, evaluate design sensitivities, and contribute deformation, mass, and 

stiffness information to the Durability and Reliability Prediction Workstation. 

Interfaces between the Military Personnel-in-the-Loop Simulator shown at the lower right 

of Figure 14 and other workspaces will be created to implement design for supportability and 

human factors. The software wrappers and communication channels required to communicate 

information associated with duty cycles, loads, and human factors information to other 

workspaces of the proposed simulation aided design environment will be developed and 

implemented into the DICE architecture. Since the advanced military personnel-in-the-loop 

simulator will be located only at The University of Iowa, communication channels and 

interfaces will be designed to be remotely accessible by participants in this project and future 

users of the capability developed under this project. 

8 Conclusions 

Basic CAE tools and technologies are in place to support an immediate evolution from the 

current state of affairs to a simulation based Concurrent Engineering environment that can 

effectively bring consideration of downstream disciplines such as reliability, maintainability, 

and producibility into the early stages of the design process. These tools are reviewed in this 

paper, illustrated in much more detail in other papers in this book, and shown to provide 

realistic design trade-off and analysis and optimization tools that can be used as a "soft 

prototyping" capability throughout the design process. Their integration into a practical and 

effective Concurrent Engineering environment, however, requires substantial effort and 

should be carried out using a systematic development, test, and evaluation mode, much as 

hardware systems are developed and tested. The road map presented and analyzed in the 

paper can serve as an effective guide to evolutionary development of major new Concurrent 
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Engineering capabilities that exploit a broad existing base of CAE software, CAD 

workstations, compute servers, databases, and network computing capability that largely exist 

and only need to be integrated. If systematically developed in an evolutionary way, the result 

can be a revolutionary new Concurrent Engineering capability for design of 

mechanical systems. 

Acknowledgment: Research supported by NSF-Army-NASA Industry/University 

Cooperative Research Center for Simulation and Design Optimization of Mechanical Systems. 
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The Emerging Basis for Multidisciplinary Concurrent 
Engineering 

Robert G. Vos 

Boeing Aerospace and Electronics Company, Seattle, WA 98124, USA 

Abstract: Some industry perspectives on Concurrent Engineering are examined as a 

background for discussing the technology basis and level of maturity. Integrated 

multidisciplinary analysis tools are presented as a major contributor to concurrency. Key 

islands of integrated technology are identified and the potential for connecting these islands is 

discussed. 

Keywords: quality management / integrated analysis / concurrent engineering / 

multidisciplinary analysis / optimization / computer software / database / user interface 

1 Introduction 

In the early 1970s, when optimization methods were beginning to emerge for specific 

technologies in the engineering environment, there were those who lamented that 

"Optimization is the buzz-word of a dying technology." Their implication was, of course, that 

as a technology becomes relatively mature and its growth begins to level off, a natural 

tendency of the affected technologists is to "optimize" applications. In this case, it turned out 

during the 1980s that optimization methods finally began to come to fruition, supported by 

faster computing hardware and better algorithms. In this writer's opinion, optimization 

methodology will expand even faster during the 1990s, and will become effective in treating 

multidiscipline as well as single discipline problems. 

Today, Concurrent Engineering is becoming an issue of intense interest throughout 

government and industry. Major established companies are using the terminology in sales 

presentations and seminars. The government CALS (Computer aided Acquisition and 

Logistics Support) initiative is attempting to achieve greater concurrency in the procurement 

and support process. A new bimonthly journal called Concurrent Engineering has just been 

announced by Auerbach Publishers. At the same time there seems to be an undercurrent of 

opinion, mostly by those not involved in the process, that Concurrent Engineering technology 
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is at best lacking in substance, and at worst may be "the buzz-word of a dying industry." The 

coming decade will undoubtedly prove or disprove the worth of Concurrent Engineering. 

Already, however, there is evidence that the Concurrent Engineering concept is poised for 

rapid growth, even while many other technologies are reaching plateaus or slowing in their 

level of development activity. 

Some quantitative insight into this issue can be realized by observing the recent levels of 

reported research in Concurrent Engineering (CE) and related fields. Figure I is a tabular 

summary of research abstracts, covering the 1980s decade and taken from a computerized 

version of the Engineering Index. The literature search used 13 keyword topics related to CEo 

Included are the 13-topic and yearly sums, as well as the total number of abstracts on all 

topics compiled in the Index. Note that the 1990 values probably do not yet represent 

complete counts. From the data shown, one can draw several interesting conclusions: 

1. General research activity (measured in terms of Index abstracted publications) seems to 

have peaked about 1985, and it forms a very rough bell shaped curve for the decade. 

2. Development in the automation area, at least under that title, has slowed significantly from 

its peak. 

3. Research activities showing definite growth are PDES, quality management, CALS, and 

CEo These growth activities are also the smallest, i.e., they are the most immature. 

4. Quality Management (QM) and Concurrent Engineering (CE) have the highest growth 

rates, again measured by number of abstracted publications. 

Before examining some industry perspectives, the writer would like to offer a few initial 

comments. Although it might seem risky to extrapolate technology growth rates based on the 

still relatively small numbers of published works, the trends for CE and QM are so 

pronounced that highly positive extrapolations are justified. Reviewing the publications 

themselves, or attending a few of the many ongoing related conferences and seminars, 

reinforces the conclusion that these research areas are still immature. There does not yet exist a 

complete consensus on the "what" and "why" of QM/CE, although there is agreement on the 

fundamental characteristics. CE is basically seen as a way to get products to market "faster, 

cheaper and better." QM is viewed as a team oriented approach to "doing it right the first time, 

avoiding waste, and surviving competition." 

Some of the published work in CE has legitimately resulted from new concepts and 

applications of concurrency. A perceptive observer will also notice that many of the current 

publications, perhaps even the mainstream works, really represent efforts to bring previously 

established technologies under the CE banner. These technologies may provide useful 

enabling support for concurrency, but on their own they have received less recognition and 

support. Whatever the motivations, such efforts should be welcomed and judged on their 

merits, because the success of the broad CE objectives will require the coalescing of many 

supporting and interacting technologies. In fact, many of these technologies are CE pioneers 
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in that they recognized the importance and essential ingredients of CE long before the 

terminology even became popular. 

A final comment regarding QM and CE since these two topics are difficult to treat 

separately; QM has probably been the primary creative force behind the CE concept, because 

the basic goals of QM can not be achieved using only sequential engineering approaches. QM 

and CE technologies are tending to closely track one another, from their common presentation 

forums and champions, to their common high growth rate and terminology. Although this 

lecture is primarily devoted to the emerging basis for CE, we will need to view CE as a subset 

of, and an essential ingredient for, QM. 

2 What is CE/QM? 

The question is very relevant to ask for any technology which is immature and in a stage of 

rapid expansion. There have been various government and industry perspectives on the 

answer, related to organizational objectives, methods for implementation, and the anticipated 

payoff. 

Deming's "fourteen point" philosophy on management for quality [1] is well known, and 

is being covered by others in this lecture series. The philosophy is generally viewed as a 

major factor in helping Japan to gain a competitive position in the post World War II era. It 

can be summarized as a total and personal commitment to building quality into the production 

process. CE, although not explicitly stated, is implicit in the recommendations to eliminate 

barriers between groups and involve everyone together in the process. 

Grunenwald [2] defines Total Quality Management (TQM) as "a search for opportunities, 

or things to fix." We can be sure this is intended to apply to the production process, not the 

resulting product! He credits A. Fiegenbaum in the early 1950s with origination of the Total 

Quality term. 

A recent TQM article in A viation Week and Space Technology [3] summarizes the Defense 

Department's TQM implementation guide concept as "Doing the right thing, right the first 

time, on time, all the time; always striving for improvement, and always satisfying the 

customer." Interestingly, producer/consumer relationships are sometimes reversed from those 

normally considered. The Air Force Systems Command is quoted as considering the 

contractor community as its customer for written proposal solicitations (RFPs) it sends out, 

and is trying to improve that product through concurrent dialogue with industry. 

Jones, in a Computer-Aided Design article [4] provides an informative summary of the 

DoD CALS effort. The aim is to "improve the productivity and quality of the defense 

industry." The emphasis is on standards and information transfer, and considering aspects of 

future weapons systems long term support concurrently with the design phase. 
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Turning to industry, a dramatic reorganization of Douglas Aircraft in February 1989 was 

accomplished to support the company's concept of QM and to reduce operating losses. A 

major effect was to flatten the management hierarchy from nine levels to five, cutting 

management positions by half. 

The best overall presentation of CE directions, goals and concerns is available in the report 

"Industrial Insights on the DoD Concurrent Engineering Program" [5]. This report resulted 

from a meeting of industrial officials, gathered by DoD to provide feedback on their CE 

program. There were four major recommendations from this forum, providing considerable 

insight into industry thoughts on CE and QM: 

1. Develop methods to encourage, but not mandate, CE implementation within industry. 

2. Acknowledge CE as a principal means for achieving TQM. 

3. Establish a government sponsored CE initiative to provide funding for education 

and research. 

4. Create a procurement process which allows flexibility in on-going trade-offs of system 

requirements, including cost/schedule/performance, emphasis on end user needs and 

involvement, and training of acquisition personnel. 

The report stated that "the current educational emphasis on specialized disciplines needs to 

change to an emphasis on integrated interdisciplinary processes," and that "concurrent 

engineering requires large numbers of disciplines to work much more closely and 

interactively together." 

It is a commonly held perception that the goals of CE are basically to achieve the "ilities" -

producibility, interoperability, reliability, maintainability, and traceability. To these we should 

like to at least add testability and analyzability. A successful CE process functions by getting 

the product intents and requirements downstream, and moving the constraints and problems 

upstream. If well implemented, it forces more interaction between all affected organizations 

and technologies. 

We should guard against an oversimplification of the basic character of CEo There is a 

valuable adage, known in the software development field as Brook's Law: "Adding 

manpower to a late software project makes it later." CE is not merely adding resources to a 

critical stage of a project, whether early or late. CE does mean a more effective integration and 

distribution of resources. Concurrency must be accomplished in at least three directions: 

across the involved organizations, through integration of the required technologies, and over 

the complete life cycle of the product. 
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3 Impetus for Development 

The growth and use of QM/CE is obviously motivated by the industry crucial factors of cost, 

profit and competition. In the last decade we have seen these factors influenced strongly by 

the foreign environment; by the availability of skilled technical manpower; and by some 

plateaus we perceive being reached in technology, the economy, and the environment. To 

these influences we must add the increasing level of technology interaction and sophistication 

required to obtain improved performance, and the pressure exerted on industry by government 

mandates and shrinking budgets. 

Many of these motivations have been discussed in-depth in the literature or are present in 

other parts of this lecture series. A factor we should like to discuss here is the influence of 

higher performance requirements and the resulting need for greater technology sophistication 

and integration. Figure 2 summarizes a past/present/future scenario of product lines crucial to 

the aerospace industry over the last 20-30 years. In the days of the Saturn V booster and the 

large ballistic missile, the mechanical systems were characterized as single body problems 

with basically low-frequency attitude control. There were a few significant technology 

interactions, such as fuel slosh and pogo dynamics, but the major technology challenges were 

single-discipline performance and reliability. In the current space shuttle and space station era, 

our aerospace systems involve several interconnected, but still relatively stiff, bodies; 

environmental and on-board thermal effects management; nonlinear actuator mechanisms; and 

vibration isolation. This era, not surprisingly, has fostered much of the development of 

multidiscipline analysis tools (thermal, structures, controls, multibody interactions), as well as 

large problem data management systems and an emphasis on consistent user/software 

interfaces. As we plan for the future, aerospace products will involve many flexible bodies; 

broad band controVstructure interaction; requirements for vibration isolation and vibration 

suppression; more nonlinearities in both structures and control; severe thermal loads and more 

potential thermal interactions; and precision optical pointing and shape control. 

The CE concepts are certainly no stranger to the process of multidiscipline design, 

simulation and analysis. In fact it should be recognized that CE concepts have been an integral 

part of this process for the last decade, because they were required simply in order to address 

the engineering interactions and data flow needs, and to obtain the right answers. 

There are interesting insights to be gained by considering two CE related developments 

during the 1980s. The first was the evolution of computer hardware and the role of parallel 

processing. During the mid 1980s, and prior to the introduction of today's RISC architecture 

and faster chips, there was a period when affordable computing speed seemed to be reaching a 

plateau. As many computationally intense applications were frustrated, there was an increased 

spurt of interest in parallel processing. Parallel processing remains an important technology, 

although some of the interest has been drained away by faster serial and vector processing, 
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and by higher level distributed processing. Drawing an analogy with CE, the production goals 

for a shorter development flow time and a faster time-to market have been major reasons for 

the emergence of CEo Unlike the computer hardware analogy, however, nonconcurrent 

alternatives for meeting product goals do not seem to be forthcoming. 

The second 1980s development was the emergence of integrated analysis capabilities. The 

impetus in this case seems to have been twofold. First, several of the individual technologies 

were reaching plateaus. The rush to develop new fmite element formulations was largely over, 

thermal analysis methods had become relatively stable, and the creation of better algorithms to 

handle structural nonlinearities (both material and geometric) had substantially matured. 

Researchers were looking at new directions for their energies, and were encouraged by 

emerging integration support technologies, e.g., in the database management and graphical 

user interface areas. At the same time, increasing performance requirements were seen as 

achievable only through optimization of the design in a more integrated, multidisciplinary 

sense. Now, we again seem to be reaching some goals, if not plateaus, and the analogy with 

CE seems direct and complete. In fact, integrated analysis is now one of the major support 

technologies for CEo It would seem that we are re-entering a previous cycle of engineering 

development, but at a higher and broader level. 

4 Current Trends 

There are a number of significant trends in the supporting technologies for CE, reaching much 

beyond the interest and support for the specific CE area itself. Certainly an important trend is 

the enthusiastic search for, and adherence to, standards. Today's competitive economic 

environment can no longer tolerate the cost of unnecessary communication translators, or the 

cost of difficult software ports to new computers and operating systems. The effect of CE's 

use of standards will be to knit the product team more tightly together and to bias the cost 

trades more in favor of the concurrent approach. 

Industry today is becoming much more conversant with process flow definitions. 

Engineers usually feel that they know what is wrong with a technical process and are looking 

for the resources to improve it. Managers want the process to be defined and understandable 

so that decisions can be made and potential interactions with other processes can be handled. 

Both tend to share a common frustration at what they view as deficiencies and are generally 

willing to cooperate at least in the process definition stage. Process resources, ownership and 

control are more difficult issues. CE, by its very nature will require a higher level of process 

integration; more interaction between processes; and undoubtedly some redistribution of 

resources, ownership and control. The QM concept of total team involvement will be helpful 

in addressing the combined human and technical issues. 
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Data management concepts and terminology are no longer unfamiliar to the field of 

engineering. The interest in standardization has certainly been a strong encouragement for the 

trend toward integrated engineering databases. As more people and modules become involved 

in an organization or project, especially for a concurrent environment, the integrated database 

becomes essential. It is also true that data today is being viewed as a more valuable resource, 

and any data cataloging/query/manipulation tools which make this resource more readily 

accessed, protected and maintained over time, is viewed in a very positive manner. Finally, 

data today is becoming much more voluminous, and requirements for exchanging large 

amounts of data between organizations are increasing. The database system is becoming a 

necessity to avoid being overwhelmed by data storage and management demands. All of these 

factors are crucial to the CE philosophy. CE will not only benefit from the trend toward 

improved data management capabilities, but will itself be a major accelerating factor. 

Common geometry and graphics are really separate issues, but share some common 

technology and needs. The trend to common geometry was fostered by early CAD 

requirements. It was a necessary initial step in both the design process and the analysis model 

building process. Common geometry really means a standard, automated way of representing 

the product physical definition, and of interfacing to the design and analysis requirements. 

"Common" did not really mean common, initially, because a diverse set of CAD packages and 

geometric representations were being developed. Today there is a stronger trend toward 

IGES/PDES commonality and a more ready exchange of geometric data. 

The trend toward more available and standard graphics has two major aspects--graphical 

user interfaces and data visualization. In a rather brief time span (the last 2-3 years) interfaces 

for most of the workstation based software packages have shifted to a graphics oriented 

approach. The most obvious reason for this is the emergence of graphical toolkits and 

standards. A competent and recognized interface toolkit greatly reduces the development time 

and costs. Perhaps more important is that it encourages the standardization which then 

establishes a basis for trust in the portability and long term viability of the software. 

Interfacing standards are also important to the user, in establishing a consistent look and feel, 

and in reducing the required user familiarization time. The Motif interface toolkit supported by 

the Open Software Foundation (OSF) is becoming the most prominent choice, but the SUN 

developed Open Look toolkit also has a significant following. 

Data visualization tools are less standardized than those in the user interface area. Reasons 

for this include the more diverse nature of the applications, the greater complexity of the 

associated data, and the 3-dimensional nature of much of the required graphics. Many vendor

specific visualization support packages are available, while at the same time recognized 3-D 

standards (Phigs and PEX) are beginning to emerge. More and faster 3-D graphics hardware 

options are also becoming available. Visualization requires considerably more development to 

reach the desired level of analysis concurrency. 



www.manaraa.com

120 

The trend toward increased use of multidiscipline packages is visible and wide reaching. 

On the one hand, CAD and FEM model building packages are now used to support a variety 

of disciplines throughout the broad mechanical engineering field. Likewise, FEM analysis 

software, initially developed for structural stress and dynamics applications within the 

aerospace industry, is continuing its spread into diverse applications such as electromagnetics 

and computational fluid dynamics. Another type of multidiscipline package is that which takes 

several existing, often mature technologies, and combines them with appropriate interfaces 

into an integrated capability. The interfaces may involve data flow between different modules, 

data formatting between modules and a common database, a common graphical user interface 

look and feel. The trend is toward greater use of such integrated packages, as well as their 

expansion to incorporate more technologies and modules. 

A readily visible trend during the last 5-10 years has been continued software 

commercialization and competitive shakeout. A number of years ago, it seemed that anyone 

who developed a clever algorithm or process, and was able to implement it in software, could 

expect recognition and use at least within a specialized application. Today, the software 

environment is keyed more to "survival of only the fittest," and a key ingredient to survival is 

often being large and well known. Individual "desk drawer" software is no longer viewed 

with much enthusiasm. Significant concerns are standardization, user learning curves, 

documentation, validation, and maintenance--all concerns which are becoming increasingly 

important to the more sophisticated and interactive working environment of CEo A bottom line 

is perhaps that potential software users no longer have the time to deal with dozens of 

individual packages or different systems. They want more encompassing software that can be 

trusted to deliver all of the important characteristics mentioned above. 

A final trend worthy of note is the tendency, at least in some areas, toward greater reliance 

on simulation. A prime example in the aerospace industry is the use of computational fluid 

dynamics as a supplement or alternative to wind tunnel testing. Costs for testing have not 

decreased at as great a rate as those for simulation. Buoyed by rapid computing hardware 

improvements and more sophisticated software, simulation is also more conducive to rapid 

up-front trade studies. Good engineers will recognize that some systems require testing, and 

may not even be tractable to analysis by simulation. Simulation will of course not identify 

mistakes in manufacturing. But where simulation can be used, it is a substantial benefit to 

product flow time and also provides the designer/analyst with early insight into the product 

design limitations and potential improvements. Aside from cost, time, and insight, a major 

issue may simply be technical feasibility. A space structure, for example, operates in a zero-G 

environment. In fact, it may not be able in its deployed configuration to survive, or to perform 

as designed, within a one-G environment. Since ground test may therefore not be feasible, 

and since on-orbit testing is costly and risky at best, a greater reliance on simulation is an 

attractive altemative. 
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5 Existing Islands of Concurrent Support 

As we share thoughts on where we are and where we can go in the CE field, we obviously 

need to identify the existing building blocks which are supportive of the CE process. We use 

the term "islands" here to describe these building blocks because the support for CE has 

grown in a largely bottom-up fashion. Individual islands seem to be constantly enlarging, 

bumping into one another, and/or forming bridges between themselves. We will briefly 

examine the evolution of these islands and bridges during the 1970-1990 time frame, as a 

basis for looking at current barriers and potential future directions. 

Although it is impossible to define a beginning time point for the CE technology, it was 

the 1970s when several of the key technology islands were formed, and the 1980s when 

developments accelerated and some of the integrating bridges began to evolve. Figure 3 

depicts significant areas which were part of the 1970s and 1980s history. 

FEM analysis methods had of course already developed to a significant degree during the 

1960s, but the next decade saw them extended, formalized and applied to broader classes of 

problems, including structural nonlinearities (material and geometric). As this technology 

matured during the 1970s, it freed important engineering energies and resources to be directed 

at other pressing problems. The groundwork was laid, and incentives were provided, to 

develop later links to CAD geometry and modeling. Matrix computational utilities were also 

created to support the FEM technology, and later began to evolve to support more general 

simulation requirements. It is difficult to overestimate the significance of FEM technology in 

underpinning the early CE process. 

Mainframe computers, available before this time period, became more accessible to the 

engineering work force during the 1970s. Their use evolved first through remote card readers, 

then through teletype terminals, and finally to the early interactive editing and graphics 

terminals. Interactive terminals represented a major step forward toward achieving more rapid 

modeling and analysis. It also accelerated software development, which in tum supported 

other crucial CE building blocks. The evolution was not really effective, however, until the 

more interactive V AX type of minicomputer arrived on the scene in the late 1970s. The joining 

of these resources provided the computer hardware environment for launching the activities of 

the next decade. 

Relational database concepts began making their appearance at this time. Initially 

developed and oriented more for the commercial business applications, relational concepts 

began to be viewed with interest in engineering for two reasons. First, relations promised to 

provide a very general data structure for representing any kind of tabular data. Second, 

relational query seemed to offer users a powerful way to extract general information from the 

data, without being overwhelmed by the large data volumes. Relational capabilities were 
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1970s 

Figure 3. CE Technology Islands 
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implemented in some pilot studies, but would have to await the 1980s to evaluate their utility 

and overcome some significant deficiencies in the engineering environment. 

Programming languages began to exhibit some degree of standardization, at least to the 

point of providing development teams a way of communicating and combining software 

modules. Fortran finally came of age with the introduction of the Fortran 77 standard. This 

breathed new life into what had become a fairly mature and universal, but limited, engineering 

language. Other new generation language concepts were typified by Algol and Pascal, which 

still threatened to supersede Fortran in the minds of many enthusiastic users. Fortran, 

however, demonstrated its staying power, as some of the other languages gradually retreated 

into obsolescence. 

Finally, in the user interface area, menu concepts became popular as a simple and more 

friendly approach, and were an essential complement to the interactive terminal. Command 

languages were also introduced as a more sophisticated and powerful altemative, with the 

additional advantage that they could serve both interactive and batch interface needs. Batch 

support remained important, because of computationally intense tasks and because it was the 

only effective way to automate and interconnect the pieces of engineering analysis into 

repeatable runstreams. 

As the 1980s accelerated the CE process, one of the most prevalent buzz-words (and 

probably the most significant emphasis), was on all aspects of automation. Automation was 

viewed as the primary hope for maintaining a competitive edge in the industrial production 

process. One of Webster's definitions for "automated" implies a "process which occurs 

without conscious thought or act of the will." This concept obviously leaves something to be 

desired in supporting the engineering goal of greater insight and optimization. Many engineers 

displayed considerable negativism toward automation efforts, and toward the hypothesis that 

many engineering tasks could be performed more effectively by the computer. Of course, 

engineers and their productivity have derived considerable benefits from the automation of 

non-creative labor intensive tasks. 

The CAD/CAM island developed significantly during this time period, into practical 

capabilities for derming geometric configurations, building analysis modules, and automating 

production machining methods. On the path to gaining widespread acceptance, CAD/CAM 

needed to emphasize standard data formats for sharing between systems and companies. It 
was also necessary to reduce the number of CAD/CAM systems, through a process of 

competitive obsolescence and mergers. Key linkages were formed between CAD/CAM and 

most of the other technologies shown in Figure 3. 

Integrated analysis capabilities were developed to address different technology 

combinations, applications and levels of sophistication. Capabilities include govemment

sponsored systems such as ASTROS, for aircraft structures/aerodynamic analysis and 

optimization; the NASA/LaRC IDEAS package, emphasizing spacecraft preliminary design; 
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and the NASA/GSFC and Air Force sponsored lAC/ISM capability, for 

thermal!structural/controls/optics simulation. Large commercial software fIrms also view 

themselves as providing integrated analysis/modeling packages, e.g., SDRC's IDEAS2 

package and PDA's Patran based system. All these capabilities have, or are evolving to have, 

signifIcant database management packages and command/graphical interfaces. 

Engineering database management capabilities now are integrated with many of the other 

CE supportive technology islands. With few exceptions, however, the two critical features 

(matrix computational support and relational query) have demonstrated little true integration. 

Matrices are sometimes stored as elements of a relation, but data access and manipulation for 

such strategies are quite limited. The general engineering effects of database management, 

however, have been far reaching. The common database often provides greater portability, 

and better dataflow bridges to other technology islands. 

Graphical interfaces to many of the technology areas have been a good idea waiting to 

happen. After some limited and costly attempts do develop such interfaces from the ground 

up, Motif and other graphics development toolkits are now readily available. The bridges here 

are only starting to be developed, but offer great potential. The toolkits are being used to build 

capabilities from a set of graphics "widgets," s~ch as pull-down or pop-up menus, buttons, 

dials, text boxes, and scrollable list boxes. One of the most important advantages is the ability 

to create higher level "dialogue boxes," where the user can defIne, and see at a single glance, 

all of the options and parameters for a particular application. This is a tremendous advantage 

over the old style cascaded menus, where non-pertinent data remained to confuse the user and 

pertinent data was often not visible because of screen space limitations. 

Combined compute/graphics workstations have been around for most of the decade, but 

have gained widespread popularity only in the last several years. As graphics software 

support has improved, and hardware speed and capabilities have increased, these 

workstations are now the platform interface of choice for most engineering applications. 

Emerging standards have been one of the most signifIcant support islands for CE during 

the 1980s. Without them, there would have been little willingness to invest the resources 

required for software development. Standards for operating systems, programming 

languages, data transfer mechanisms, windows, networking, and graphical user interfaces are 

now fairly mature, and are penetrating most of the other islands. Standards for 3-D graphics 

visualization (PhigstpEX) are somewhat less mature, and are yet to be exploited. 

Finally, in the networking area, there is widespread use of communication protocols and 

data flow/translation software, while remote procedure call (RPC) capabilities are also in 

place. Much advantage has been taken of these, although the RPC support for distributed 

processing and synchronized task control is still underutilized. 
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6 Barriers to Greater Concurrency 

As the CE technology matures further, more barriers will be recognized, understood and 

perhaps overcome. Present experiences indicate several areas of concern, ranging from 

technical, to cost/manpower constraints, to competitive and human concems. We examine a 

few aspects here, and more will be identified in other lectures. 

The basic technical problem with CE comes immediately to mind. Concurrency means 

more interconnectivities in the process, and each task then becomes more affected by the 

others. This is a primary goal of CE implementation. Since each task is of finite length and 

tends to be iterative, it will have associated errors and uncertainties prior to completion. This 

will negatively impact the time and resources required for the interacting tasks. Hopefully, this 

will be counterbalanced by the positive mutual optimization benefits. 

The specialist/multidisciplinarian dichotomy seems to be another difficulty. As we strive to 

achieve ever greater performance in our systems, we must rely on the expertise of the 

specialist to meet the design goals. The specialist, however, usually works best in a sequential 

mode because he/she has less understanding of the interactions with other disciplines. Since 

resources are limited, we must either be satisfied with a tradeoff, or have a very good 

approach to people communication/management. 

Many disciplines require a significant time for simulation model building or change. This 

tends to be true for thermal, structures and controls modeling. Not only may resources be 

wasted if models are built based on incomplete or erroneous information, and then redone, but 

the flow time involved may not allow full interaction with other disciplines (aerodynamics, 

electronics, packaging) within the required development schedule. If the interactions are not 

critical, it may be decided to design separately, simulate concurrently, and then redesign the 

fixes. Future improvement can gradually be expected as model building technology 

is enhanced. 

It may be true that manpower constraints favor a sequential (non-optimized) product 

development approach over a concurrent one. Getting all the technologists involved on a 

design team at the same time may not be practical. The choice then is to rely on more of the 

non-specialist multidisciplinarian support personnel, and hope that increased integration will 

compensate for less technical depth. 

A lack of resources or long-term project commitment may lead to a decision to select only 

the most significant technical discriminator for design study. If the project proceeds, 

interactions may be treated at a later stage. In fact, sometimes the scope of CE must be 

expanded to include status reports and political or public opinion feedback necessary to obtain 

a consensus. CE, of course, could be of benefit in completing a project before the 

consensus changes. 
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One must always be aware of the potential barriers to full, cooperative human interaction. 

An excellent and candid description of some practical experiences in this regard is given by E. 

Midkiff [6] based on his practical experiences with TQC efforts. In a sequential process, 

resistance from one person can slow the product development. In a concurrent process, the 

same resistance can stop it completely. The TQM concept of total team involvement and 

consensus building should not be forgotten. 

Several other concerns with CE are worth mentioning. In a CE design/build team 

environment, the team members perform both the design and analysis, so that the historical 

check and balance system is not present. A true CE process must be far reaching, involving 

contractors, subcontractors and the customer (e.g., government). Data sharing is a primary 

means for CE, and industry has a very valid concern about protection of company proprietary 

data. If the customer is to be certain of maintenance and spares during the product life cycle, it 

is necessary for all aspects of the product to be recorded and traceable. This also means, 

however, that the original producer may lose the downstream competitive advantage and 

might therefore be less than enthusiastic about providing such data. 

The list of barriers seems significant and lengthy. It is not intended to be discouraging. If 

we are to benefit from CE, we must employ CE where appropriate, be aware of and overcome 

as many barriers as possible, and supplement CE with sequential engineering methods 

where necessary. 

7 Future Directions 

We should expect substantial evolution and advancement of CE in the next few years, as the 

existing technology base is integrated and expanded. A pictorial summary of key areas 

expected in the 1990s is shown in Figure 4. 

Quality management concepts seem to be here to stay, and will go hand in hand with CEo 

Standards will become increasingly important, extending to 3-D graphics, distributed 

processing database management components, and complete product descriptions via PDES. 

CAD will continue to mature in the geometry and automated modeling areas; and CAM will 

make further great strides, in areas from computer chip manufacturing, to robotics, to 

superplastic metal forming. Design/build teams will become more popular in an effort to cut 

costs and reduce product development time. We can expect automated voice interfaces to 

become everyday practical tools. Vector/parallel processor support software will become more 

mature, leading to increased practicality of such machines, and massively parallel processors 

will be used for specific applications. More emphasis on visualization will support greater 

insight and reduced human resources, and greater reliance on networking and distributed 

processing will help to avoid short-term plateaus in computer hardware capabilities. 
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Presentation and Evaluation of New Design Formulations 
for Concurrent Engineering 
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Abstract: Design is an important activity which drives many other disciplines. To insure 

future competitiveness in a world wide market place, reliable design processes and products 

must be understood. To develop this understanding, design must be studied so that in the 

future it can become a reliable science. To begin this study, as with other sciences, design 

formulations must be developed and laboratories constructed. To begin a Ph.D. research 

program, a survey of design directed activities was conducted, a new formulation for design 

conceived, and a design laboratory proposed. This paper summaries the initial phase of this 

research. 

Keywords: design formulation / object oriented / multidisciplinary / EXPRESS / 

PDES /QFD 

1 Introduction 

There are many issues which can be addressed to improve design. These issues include the 

creation of a more complete design representation, the coordination of diverse design 

resources, and the advancement of designer interaction. Many of the issues arise from the 

desire to perform multidisciplinary design. To develop an informed strategy to cope with 

these issues, a survey of current trends in information modeling, design methodology, and 

concurrent engineering was conducted. 

To respond to these challenges in design, a formulation for design has been proposed. 

Stated concisely, it is proposed that designs can be represented through a centralized 

definition which encapsulates a distributed instantiation. To evaluate this design 

formulation, LEGEND, a Laboratory Environment for the Generation, Evaluation, and 

Navigation of Design has been designed and is being constructed. A key criterion for this 

formulation is that it should enable multidisciplinary design. 

In the following se~tion the design formulation is explained. Important concepts and 

terms are introduced by means of examples. As much as possible, the examples flow from a 
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ground vehicle design discussion. However, some of the examples will be from an aircraft 

design problem. In general, no discipline-specific knowledge is required to understand the 

ideas. 

At this point no detailed information is presented with respect to implementation. The 

skills required to create LEGEND are themselves a subject of research. At present the basic 

structure of LEGEND has been prototyped and is running on the workstation network 

within the CAE/CAD Lab at the Georgia Institute of Technology. 

The design of LEGEND will be described in terms of the following parts: design 

representations, encapsulated central definitions, and distributed instantiations. In each case 

the basic idea is presented and an example is included. For a more detailed explanation and 

a review of the related current thoughts, please examine the LEGEND proposal [1]. 

2 Legend 

2.1 Design Representation 

Design has come to mean both noun and verb. Design used as a noun refers to a 

specification of the effect a system should have on its environment and the specification of 

the means which will be used to achieve the desired effect [2]. Design used as a verb refers 

to the process of converting information that characterizes the needs and requirements for a 

product into knowledge about a product [3]. To represent design, both its use as a noun and 

as a verb must be accommodated. Design specification will be accomplished by design 

entities. The design process will be described by a design-decision strategy. 

2.1.1 Design Entities 

To represent a design specification four types of design entities will be used: form, function, 

process, and engineering model: 

Form is defined as what something is. 
Function is defined as what a form does or has done to it. 
Process is defined as how some form does some function. 

• Engineering Model is defined as a idealized representation of a process. 

These design entities can be structured so that very complex designs can be decomposed 

and then described at different levels of detail which can expand as the design process 

progresses. 

Forms and functions can be structured hierarchically. Figure 1 illustrates the 

progression from general to specific as being from top to bottom. This type of architecture 
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facilitates the capture and navigation of both known and needed infonnation. It also treats 

part and assembly knowledge. 

Forms 

vehicle cargo 

/1"'" shell engine chasis 

/ I /1\ I'" 
body panels door 

I 
safety device 

Figure 1. Fonn Tree 

To support analysis within design it is important to indicate where it is needed and to 

what extend it is developed. Fonns perfonning their functions imply processes. A safety

device fonn perfonns the function protect through a solid mechanics process. Processes are 

used to indicate the need for engineering models. 

Engineering models can be related hierarchically as well. As shown in Figure 2 

multidisciplinary models can be organized efficiently in a tree. Engineering models can also 

vary from elementary to detailed, e.g. simple beam theory to nonlinear dynamic 

defonnations. These models can typically be directly linked to computation resources. 

Using these entities a design specification can be described. What a design is can be 

viewed in fonns. What a design does can be viewed in its functions. How a design 

perfonns those functions with those fonns can be seen with engineering models linked the 

indicated processes. 

2.1.2 Decision Strategy 

Design used as a verb refers to the process of designing. A very basic representation of this 

process is as follows. Given a design specification, state a decision to be made, evaluate 

that decision, use the results of the decisions to effect a change in the specification. This 

process repeats as changes in the specification trigger decisions. With this description of the 
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Figure 2. Hierarchy for Engineering Models 

designing process it becomes possible to look at what types of decisions can be stated and 

how can they be evaluated. 

Decisions are mixtures of selection and compromise [4]. Selection involves making a 

choice between a number of possibilities. This choice should take into account a measure of 

merit. As an example, one would select either wheels, tractor-treads, or legs as a 

mechanism for delivering land-based forward momentum. The second category of 

decisions, compromise, does not exclude like selection. Compromise indicates the 

determination of the "right" values of design attributes, such that, the system being designed 

will be feasible and optimal [5]. As an example, one could compromise over the radius and 

thickness of a wheel based on optimum cost and weight. 

To state interrelated sets of decisions and to store them with the design, two techniques 

are being combined. An Enhanced Quality Function Deployment interface to the design is 

being used to enable the designer to associate decision with explicit form-function 

interactions. This use of EQFD has already been shown help insure that the Voice of the 

Customer remains in focus throughout the designing process [6]. To capture complex 

decision strategies, either interactively or prepared off-line, Decision Support Problems are 

being constructed. [Marinopolus] 



www.manaraa.com

133 

To represent the design, both its specification and its process, a number techniques are 

being combined. Design entities can be linked through hierarchies of forms, functions, 

processes, and engineering models. Decision strategies can be viewed through Enhanced 

Quality Function Deployment to insure VoC clarity, while decisions can be described as 

Decision Support Problems. This new synthesis approach represents the design. 

2.2 Encapsulated Centralized Definition 

In response to the growing concern for information management in design, a scalable but 

transportable implementation has been sought. This implementation must support growth as 

the design evolves and should not be limited by a confined architecture. This 

implementation must also allow exchange of designs between co-workers, industry, and 

academia. 

To accomplish this a PDES/EXPRESS schema is being used to capture the design. Both 

the design's specification and decision strategy are developed in EXPRESS. This enables a 

centralized definition which utilizes encapsulated objects. EXPRESS is an emerging 

language to describe an internationally accepted Product Data Exchange using STEP. STEP 

is the STandard for Exchange of Product data models [7]. 

"EXPRESS is not a programming language. It consists of language elements 
which allow unambiguous object definition with the constraints on the data 
clearly and concisely stated. The EXPRESS language does not contain 
language elements which allow input/output, information processing or 
exception handling." [8] 

Research in the use of EXPRESS to enable PDES will not only permit the exchange of 

product models, but will also include the development of EXPRESS to transport process 

oriented engineering models. It is believed that all of the design entities and decision 

strategies can be centrally defined and encapsulated with EXPRESS. 

2.3 Distributed Instantiation 

Instantiation is a computer science term. It refers to an explicit enactment or an instance. A 

definition or more exactly a schema provides a template for describing a set of similar 

instances. Without becoming too engrossed in jargon, a schema could describe cars in terms 

of a set of yet unspecified attributes such as model, number of doors, color, cylinders, etc. 

An instance would be a red V8 Corvette. 

The need for a distributed instantiation comes from the way design engineers work 

together using different types of tools for different tasks. Given a central definition of a 
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vehicle, one would expect the shell to be mainly worked on by stylists using CAD system A, 

the engine to be worked on by another team using another CAD system B and a variety of 

analysis tools, and so forth. In this way, a design's instantiation is distributed. 

With an understanding of design representation in LEGEND, EXPRESS was introduced 

to capture both specification and decision strategies. EXPRESS can only describe the 

schemas; it is not intended to be used to create distributed instantiations. What other 

technologies must be utilized to enable this capability? 

To construct distributed instantiations and manage user interactions in LEGEND, a 

number of emerging techniques and developing resources are being adapted. Both relational 

and object oriented databases are being used. Established engineering tools, such as CAD 

environments and analysis codes, will be used as design agents. Decision support tools will 

be available within LEGEND. And to document and browse design histories, a hypermedia 

capability is being constructed. 

To enable distributed instantiations requires a mature treatment of the well-known 

application integration problem faced by virtually all design organizations. Existing tools 

are being wrapped and act as design agents. The wrapping process varies from tool to tool, 

but in each case, it enables data interchange between a design instance and a tool. This 

strategy is described in greater detail the LEGEND proposal [1] and is an extension of the 

DICE wrapping technique for integration. 

At this point is important to remember that the research oriented goals are aimed at the 

verification of the design formulation. It is not intended that LEGEND be a production

grade integrated engineering environment. It is, however, intended that these issues be 

investigated and the resulting environment serve as an effective learning tool which could be 

extended to production. 

At this time is possible to describe the components which comprise LEGEND. The 

above-mentioned tools have already been acquired and some level of experience has been 

gained with each of them. Figure 3 illustrates the proposed environment. 

2.4 LEGEND User Interface 

LEGEND itself exists independently of the agents used in designing. As a software-based 

laboratory environment, agents can be added or removed like equipment. The selection of 

active agents is based on the what design or designing process is being studied. To support 

a flexible well established user interface, an X Windows virtual display is used to provide 

access to all agents from a common location. Processes will be distributed in order to 

support the need for large scale computation and to use agents in their native installations. 
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Figure 3. LEGEND Scenario 

At present several workstations are being employed, but it is anticipated that ten to twenty 

workstations will be coordinated with LEGEND. 

2.5 Information Management 

Using STEP Too/s, a set of translators, and ET ++, a c++ programming environment, the 

design's description can be converted from EXPRESS into an evaluatable fonn. Once a 

description has been conventionally coded, the design can be instantiated. 

To manage instantiated designs within LEGEND, at least two types of databases are 

being used. To provide rapid search of large sets of existing information, a relational 

database such as ORACLE is used. A ROSE object-oriented database contains all active 

design components. When a design is active, its description changes dynamically in 

response to agent activity. An object-oriented instantiation is best suited to manage this 

type of manipulation. 

2.6 Design Agents 

Agents suggest and complete all decisions. The designer is the principle agent. A 

LEGEND manager administers all agent interaction. To evaluate decisions, agents work in 

series or in parallel. To create agents with these capabilities, a two phase process has been 

conceived. First, an existing kernel application which has a capability to be added to the 
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environment will be located. Second, a c++ wrapper will be constructed to interface the 

application with the LEGEND manager. 

With these issues in mind the following kernel applications and capabilities are being 

developed as potential agents. 

Proposed Agents 

QFDTool 
CLIPS 
DSIDES 
OPT 
Mathematica 
CFD codes 
FEMcodes 
ICAD 
ProEngineer 

Catia, I-DEAS 
XL,Plot3D 
WingZ 

decision/design description interface 
object oriented expert system 
Decision Support Problem solver 
optimization code 
symbolic and numeric expression evaluation 
fluid mechanics simulation 
solid mechanics simulation 
parametric geometry of volumes 
parametric geometry of solids and links to 
concurrent engineering tools 
solid models and manufacturing 
analysis pre and post processors 
spreadsheet interface to designing history 

These types of agents are already at use in many designing environments. The 

difference in LEGEND is the integration, decision strategy, and the use of a central design 

model. 

3 Concluding Remarks 

A survey was conducted to locate pertinent design issues and technologies. From this 

intensive review, a proposed formulation for design emerged and a laboratory in which to 

test it has been planned. 

In phase two LEGEND is being built to test the resulting formulation. The usefulness of 

representing designs through centralized definitions encapsulating distributed instantiations 

is being studied. Also, LEGEND's construction process provides much needed experience 

in designing and building integrated computing environments to support life-cycle 

engineering design. 

Specifically, one test in LEGEND will be to complete a high altitude long endurance 

(HALE) aircraft design. Using LEGEND the design will be expanded to include the 

necessary analysis to design for passive controlled lifting surfaces. 

The Voice of the Customer HALE design will set the stage for an increased 

understanding of lifting surface technology and its effects on total aircraft design. Although 

the emphasis will be on the determination of trends, the improved analysis methods and 

descriptions will also benefit the complete aircraft designing process. 
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Data and Process Models for Concurrent Engineering 
of Mechanical Systems 

1.K. Wu and F.N. Choong 

Center for Computer Aided Design, Department of Mechanical Engineering, The University of Iowa, 
Iowa City, IA 52242-1000 USA 

Abstract: This paper presents a framework for computer aided engineering (CAE) that has 

been developed for Concurrent Engineering of mechanical system design and analysis. The 

framework integrates engineering software systems in a tool-workspace-subenvironment

environment hierarchy. A workspace or a subenvironment represents an engineering 

application or discipline. The paper discusses (1) an object-oriented tool integration method 

to integrate engineering applications, (2) global and local data models that are used to integrate 

product information at different hierarchical levels, and (3) an engineering process modeling 

method that expresses engineering activities as tool or workspace runstreams. The 

developments in these three aspects of the framework build a basis to develop activity 

coordination capabilities. Some considerations that are related to engineering activity 

coordination are discussed at the end of the paper. The CAE framework presented can be 

extended for computer aided manufacturing (CAM) applications also. 

Keywords: data model! process model! mechanical systems! integration! CAE ! CAM! 

Concurrent Engineering 

1 Introduction 

Concurrent Engineering, the earliest possible integration of a company's overall knowledge, 

resources, and experience in design, development, manufacturing, marketing, sales, and 

disposal, enables a company to create products with high quality and low cost, while meeting 

customer expectations [1]. Concurrent Engineering shortens the product concept, design, and 

development process by changing it from a serial to a parallel one [1]. A Concurrent 

Engineering environment provides a systematic approach to the integrated, concurrent design 

of products and their related processes, and considers all elements of the product life cycle 

from design through disposal [2]. 
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Many engineering analysis tools [3-10] and Concurrent Engineering architectures [11-13] 

have been developed by tool vendors and research institutes. Although some of the 

architecture developments are not quite completed, the basic functions of the architectures 

have already been demonstrated. Efforts remaining to develop a Concurrent Engineering 

environment for design and manufacturing of specific types of products, such as mechanical 

systems, include the following aspects (1) integrating necessary tools and systems into the 

architecture, (2) integrating product information for tools and systems, (3) developing a 

process modeling system to express engineering activities, and (4) developing a coordinating 

system to manage engineering activities to achieve goals of Concurrent Engineering. The 

developments in the first two aspects create an integrated environment. With the 

developments in the last two aspects added to the integrated environment, a concurrent 

environment is then built. 

This paper presents the object-oriented approaches that have been used to develop features 

of a Concurrent Engineering environment in the first three aspects: tool integration, data 

models, and process models. The developments in these three aspects construct a basis for 

the fourth one, which is not included in this paper. 

DICE [12] suggests that a Concurrent Engineering environment should consider product, 

process, and organization of engineering activities. The product perspective defines the 

products to be shared, analyzed, or derived. The process perspective considers product 

function evaluating and manufacturing processes. The organization perspective is the 

management of human and other resources of an enterprise that are involved in product design 

and manufacturing. The data and process models presented in this paper cover a significant 

part of the first two perspectives and some of the third. 

Before discussing the approaches, some basic terms are introduced here. In the paper, 

unless noted differently, the term CAE means engineering activities in which computers and 

software systems are used to achieve certain engineering goals. Hence CAE is not limited to 

the traditional view of CAE--analyzing the engineering functions of products. Using 

computer programs to analyze the product manufacturing processes and cost is also treated as 

a CAE activity in this paper. 

A CAE entity is a software entity used in engineering activities to (1) develop products (in 

the sense defining and storing the products in computer systems) or analyze functions and 

costs of the products, or (2) manage the procedures of product development and analysis. A 

service is an engineering functionality or capability that a CAE entity can provide, such as 

modeling products or analyzing product functions and cost. A CAE system is a software 

system, consisting of CAE entities, that provides high-level, useful engineering services. 

In this paper, a product of a CAE entity is a mechanical system or a mechanical 

component. The definition, functions, and manufacturing cost of a product are points of 

interest in engineering, and are called product characteristics. 
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Integration has two interdependent aspects: tool integration and infonnation integration. 

Tool integration refers to a systematic way to integrate various CAE entities. CAE entities are 

distinguished into several classes, such as a tool, workspace, and subenvironment (which 

will be explained later), and are integrated in an engineering environment according to their 

classes. These CAE entities and relations between the entities fonn a CAE framework. These 

relations allow engineer users to navigate in the CAE framework, set up CAE entity 

invocation sequences, and specify data communication among the entities. 

Information integration refers to the common definition and fonnat of product data which 

every related CAE entity must agree to. The definition of each product includes (1) 

definitions of its member entities, (2) the hierarchical relationships between the product and its 

member entities, and (3) relationships between the product and other products, such as 

is_a_parcof, is_a, and connected_to. 

Process modeling refers to a systematic way to express engineering activities that will be 

carried out in the framework. A process model describes an invocation sequence of CAE 

entities to accomplish an engineering service according to some engineering theories or 

principles. The process modeling takes into account the classification and data dependency of 

CAE entities. 

Wassennan [14] introduced five types of integration, namely, data, control, process, 

presentation, and platfonn integrations from software integration points of view. The 

concepts of tool and infonnation integration as well as process modeling that are presented in 

this paper are similar to those ofWassennan's data, control, and process integration. 

Lewis [15] presented seven integration models: three data integration models, two control 

integration models, and two general data and control integration models. Lewis pointed out 

that data integration and control integration are tightly coupled and in general cannot be treated 

separately. The tool and infonnation integration and process modeling that are presented in 

this paper are closely interdependent and coupled and are more similar to the NSE Link 

Service [15] than other models that Lewis discussed. However, the integration method and 

process modeling method presented in this paper take a hierarchical, object-oriented approach 

and are for mechanical system design and analysis, which are different from the approaches 

and goals that Lewis and Wassennan had. Using object-oriented approaches, very structured 

and flexible environments can be developed, and they are easy to extend and modify. 

The remainder of the paper is organized as follows. Section 2 discusses the CAE 

framework and the tool integration method. Section 3 discusses the infonnation integration 

method. Section 4 discusses the process modeling method. Section 5 presents some 

elementary developments and techniques that can be used to coordinate engineering activities. 
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2 CAE Framework and Tool Integration 

This section describes (1) an engineering framework for Concurrent Engineering and (2) the 

object-oriented integration method that is used in developing the framework. A CAE 

framework is a software system that provides a common, consistent operating and developing 

environment for CAE entities. In this framework, CAE entities are integrated hierarchically 

according to a systematic way. The roles of the CAE entities and their interrelations defme the 

framework: on which the Concurrent Engineering environment is built. 

2.1 Structure of the CAE Framework 

CAE entities are structured hierarchically in the CAE framework, as shown in Figure 1. The 

framework contains six types of CAE entity: tool, workspace, subenvironment, environment, 

design data server, and blackboard. In the framework, tools that are used by certain type of 

engineer to accomplish engineering activities, such as modeling a vehicle system and 

evaluating vehicle performance, are integrated into an engineering application in a form of 

workspace or subenvironment. The workspace or subenvironment is then integrated in a 

Concurrent Engineering environment. 

I 
Blackboard 

I 
(Global) 
Design 
Data 

Server 

Concurrent Engineering 
Environment 

Dynamic 
Analysis 

Application 
(a Workspace) 

I 
(Intermediate) 

Design 
Data 
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& Life Prediction Sensitivity 
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Dynamic Dynamic Fatigue Life 
Analysis Slress Analysis 

Workspace Analysis Workspace 
Workspace 

I I I 
(Local) FEA FE 

Design Tools Modeling 
Data Tool 
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Figure 1. Hierarchy of CAE Framework 

An engineering tool is a software module or a software package developed for a low-level 

service or services. Within one invocation of a tool, a service of the tool transforms, 

displays, determines, or extracts data from one state of the product data (the input to the tool) 

to another state (the output). Services provided by tools are context insensitive. For instance, 
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a finite element analysis package can be used to analyze structural deformation, structural 

vibration, and temperature distribution. 

Many engineering tools belong to one type, for instance, ANSYS [6], NASTRAN [7], 

and ABAQUS [8] are instances of a fmite element analysis tool. The engineering services that 

tools of the same type can provide are very similar, however, the input to these tools for the 

same service varies slightly. The same is true for output. Hence, there exist common 

features among engineering tools, which allows the object-oriented approach to be used to 

integrate tools, as described in Section 2.2. 

Afunctional workspace or, simply, a workspace contains (1) tools, (2) a design data 

server, and (3) a tool run stream authoring system to provide high-level, context rich (or 

context specific) engineering services. Each workspace service is carried out by invoking a 

set of tools sequentially. Each workspace (1) has its abstraction about engineering products, 

(2) analyzes product characteristics according to certain engineering principles and theories, 

and (3) has tools and users who have enough knowledge to use the tools to complete the 

engineering services. Since a functional workspace contains necessary tools for a type of 

engineering activity, the workspace is corresponding to an agent that is introduced in other 

Concurrent Engineering research activities [16]. 

Although the CAE tools that are used by a workspace are context insensitive, it is in a 

workspace that their use is put into context, because the input data that are generated in the 

workspace for the tool are for specific engineering services. For instance, a dynamic analysis 

workspace uses a mechanical system modeling tool to define mechanical system models and 

uses a dynamic analysis tool, such as the dynamic analysis modules of DADS [9] or ADAMS 

[to], to analyze the dynamic behavior of the mechanical systems. Note that a CAE tool can 

be used in several workspaces for the same or different services, and an extreme case of a 

workspace is that it has one tool. The design data server and runstream authoring system of a 

workspace will be discussed later. 

Both a tool and a workspace are software packages, but the difference is in their intended 

usage and software contents. When a software package has modeling, analysis, and post 

processing capabilities (such as ANSYS), and they are used in certain sequence to determine 

specific engineering information, this software package is a workspace. If only one of the 

capabilities of the package is used together with other software packages in a workspace, then 

this software package is a tool in the workspace. 

A subenvironment is a CAE entity that utilizes workspaces to accomplish higher level 

engineering services. A subenvironment contains (1) workspaces, (2) a shared design data 

server, and (3) a workspace run stream authoring system. For instance, fatigue lifes of a 

mechanical component can be determined based on the dynamic stress histories [17] in the 

component. These stresses are computed in a dynamic stress workspace, which in turn 

obtains dynamic loading histories of the component from a dynamic analysis workspace 
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through the shared design data server in the same subenvironment. A subenvironment is an 

agent in the sense that it is an integral entity and provides services that no other agents are 

developed for. The workspaces in a subenvironment are subagents, and subagents cannot 

independently accomplish all of the services that the subenvironment is designed for. The 

design data server and runstream authoring system of a subenvironment will be 

discussed later. 

Similar to the difference between a tool and a workspace, the difference between a 

workspace and a subenvironment is their intended engineering usages and their software 

contents. As an example, the dynamic analysis workspace can be used by a vehicle mobility 

engineer to model a vehicle system, for instance, as a rigid-body mechanical system model, 

and analyze the mobility performance of the vehicle model. Hence this workspace will be the 

engineering application integrated in the Concurrent Engineering environment for mobility 

engineers. However, a dynamic workspace can also be used by fatigue life prediction 

engineers to evaluate dynamic load histories of specific components of a vehicle to predict 

fatigue life. The fatigue life engineers may create slightly different vehicle dynamic models, 

for instance, flexible-body mechanical system models, but basically consistent with the model 

used in mobility analysis. In this case, it will be efficient if the fatigue life engineers have an 

engineering application that is integrated in the Concurrent Engineering environment and 

allows them to access the dynamic analysis workspace, generate models, and evaluate load 

histories. Hence such a life prediction application contains dynamic analysis, dynamic stress, 

and fatigue life prediction workspaces and is called the subenvironment, as shown in 

Figure 1. 

A Concurrent Engineering environment is a CAE entity that contains (1) engineering 

applications ( in terms of workspaces and subenvironments), (2) a shared design data server, 

and (3) a blackboard. The blackboard is developed to coordinate the engineering activities. 

The major difference between a subenvironment and a Concurrent Engineering environment is 

that the former is a single discipline system (that means users' activities are organized in 

advance) and the latter is a multi-disciplinary system (that means disciplines' activities are 

ordered but determined dynamically). The Concurrent Engineering environment is equipped 

with a blackboard to coordinate engineering activities. The activity modeling and coordination 

will be explained in Sections 4 and 5. 

The design data server of a workspace provides data access services for tools. The design 

data server needs not be a full-fledged database system; it may use the UNIX file/directory 

facility for data management. A workspace's design data server is strictly for local use to 

maintain design/analysis data in transit in the workspace, and its data schema reflects the view 

of product data that is held by the engineering discipline represented in the workspace. This 

is why the design data server of a workspace is denoted as the local design data server in 

Figure 1. 
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Shared design data servers are provided in a subenvironment and in a Concurrent 

Engineering environment. The data server in the environment is called the global design data 
servers because it has a shared product definition and a common area for managing design 

data evolution and access control for any engineering applications (workspaces or 

subenvironments) in the environment. Similarly, the design data server of a subenvironment, 

called the intermediate design data server, provides shared product definitions and a common 

area for managing design data evolution and access control for workspaces of the 

subenvironment. Before a engineering application starts an service, engineers will request 

necessary product information from the global design data server. When a service of an 

application is completed, engineers will initiate a data transfer from the design data server of 

the application (which can be the local design data server of a workspace or a intermediate 

design data server of a subenvironment) to the global design data server of the environment. 

Generally speaking, a global, intermediate, or local design data server controls the access 

of related CAE entities to the database system of the server. In addition, the design data 

server maintains design data consistency in a database, regulates design data evolution 

according to high-level change management policies set up by project leaders, and satisfies 

each composite object data request by obtaining correct versions of each of its constituent 

objects. The role of the design data server is similar to the Information Sharing System [18] 

of the DARPA Initiative in Concurrent Engineering (DICE) architecture [12]. 

From the engineering point of view, structuring the CAE entities hierarchically in the 

framework, as shown in Figure 1, has two advantages. First, the product function, product 

cost, and engineering service that evaluates the product function or cost can frequently be 

subdivided. The subfunctions, subcosts, and subservices can be further broken down into 

their elements. It happens very often that several tools are used iteratively to evaluate a 

subfunction or subcost of a product. These tools are then grouped in a functional workspace 

for efficiency, and, for the same reason, related workspaces are grouped in 

a subenvironment. 

Second, as pointed out by Paradice [19] that (1) problem-specific model representations 

can be integrated within levels of the hierarchy and (2) the hierarchy itself can provide a 

focusing mechanism to help decision makers cope with managerial domain complexity. 

Hence structuring engineering systems hierarchically provides a systematic way to propagate 

recommendations from bottom to top and manage engineering activities from top to bottom. 

In addition, the CAE entity hierarchy reflects the distribution of engineering users' 

knowledge, sophistication, and responsibility, as discussed in Section 3.3. 
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2.2 CAE Entity Integration Methods 

Tools of the same type, such as finite element analysis codes: ANSYS, NASTRAN, and 

ABAQUS, have similar features, for instance, they can analyze structural behavior and need 

finite element models of the structure. However, they describe finite element structural 

analysis models in their input files differently. The same is true for workspaces and 

subenvironments. Hence an object-oriented approach is taken to integrate tools, workspaces, 

and subenvironments. An advantage of an object-oriented approach is that coherent 

properties of a class of CAE entities can be obtained. The control protocol of entities of the 

same class is one such coherent property. In addition, replacing CAE entities of the same 

type requires only the features that vary among the entities be modified, while their common 

features remain unchanged. 

Each tool in a functional workspace belongs to a tool class and is integrated under a tool 

class hierarchy, as shown in Figure 2. At the highest level, the generic CAE tool class 

contains general information, such as common attributes, general control, and user interface 

operations. At the middle level of the hierarchy, each of the derived tool classes contains 

information specific to a particular subclass of tools, such as how to send requests to a 

database system to get specific product definitions. At the bottom level of the hierarchy, the 

specialized derived tool classes would define very specialized information for a tool, for 

instance, how to convert results of a finite element analysis, such as displacements at finite 

element nodal points, into a form that is consistent with the schema of the database system 

which stores finite element analysis results. Such a tool class hierarchy allows tools to inherit 

information from different levels of abstraction, thus providing a succinct way to present 

information that is general to all tools as well as to present information that is specific to a 

particular subclass of tools. 

Figure 2. CAE Tool Hierarchy 

Generic Tool 
Class Level 

Derived Tool 
Class Level 

~ __ .., Specialized 
Derived Tool 

~"';"-..1 Class Level 

The significance of this object-oriented approach is that it enables a CAE software 

developer to (1) follow conceptual maps of objects, (2) utilize information and software 

templates already built for general classes, and (3) rapidly develop and integrate new 

engineering tools into the environment. 
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Class hierarchical concepts are also developed for engineering workspaces as shown in 

Figure 3. Here different workspaces have different tools, and the engineering objects to be 

designed/analyzed in the workspaces also differ. For instance, the system analysis 

workspace analyzes characteristics of a whole product, e.g., a dynamic analysis involves 

bodies, joints, and force elements of a mechanical system. A component analysis workspace 

analyzes the characteristics of an element of the product, such as the structural response of a 

body of a mechanical system. The subsystem analysis workspace analyzes the characteristics 

of a subset of the product, e.g., an assembly analysis involving two parts and a joint. 

Generic Wksp 
Class Level 

Derived Wksp 
Class Level 

Specialized 
Derived Wksp 
Class Level 

Figure 3. A Partial View of the Workspace Hierarchy 

Similarly, there is a subenvironment class hierarchy developed to integrate different 

subenvironments into the Concurrent Engineering environment. Furthermore, according to 

the object-oriented approach, an environment class can later be developed to integrate several 

engineering environments into a super-environment for Concurrent Engineering. 

3 Information Integration 

This section presents the method used to integrate product informations for engineering 

applications, such as workspaces and subenvironments, in a Concurrent Engineering 

environment, and gives a brief review about information integration and data model 

developments carried out in other research activities. 

Tomiyama et. al. [20] defined a model as a theory-based set of descriptions about the 

object world, and defined modeling as a process in which observed facts are filtered by a 

theory to formulate a world which itself is complete in terms of the theory. Shaw et al. [21] 

defined product data model as a class of semantic data models which takes into account the 

needs of engineering data generated through the product life cycle from specification through 

design to manufacture. Hardwick and Spooner [22] classified several known data models 

into four categories: complex objects, objects in fields, hybrid objects, and nontraditional 

models. They also compared the advantages and disadvantages of these four categories of 
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data model. Bancilhon [23] introduced a semantic data model. Levene and Poulovassilis [24] 

introduced a fonnalism for object-oriented data modeling using hypergraphs. 

In this paper, the object-oriented infonnation integration is achieved by (1) developing a 

product information sharing and exchanging model which is called a global-local data model, 

and (2) providing data access libraries, based on the infonnation model, so that CAE entities 

can communicate to the product database through a design data server. 

In the life cycles of products, many disciplines are involved, including design, analysis, 

development, and sales/marketing. A global-local data model approach is introduced in this 

paper for infonnation integration and infonnation sharing among engineering disciplines. 

Preliminary concepts of the global-local data model were observed from a data dependency 

study among six mechanical engineering disciplines [25], including dynamic analysis, 

structural analysis, and fatigue life prediction. This study illustrated that (1) a certain level of 

coherence and consistency across engineering data of engineering disciplines is required and 

(2) significant amounts of engineering data need to be passed between the disciplines. 

However, the properties and applications of the global and local data models in a Concurrent 

Engineering environment for large-scale applications were not discussed in Reference [25], 

and are presented in this section. 

In this paper, the data model of an engineering application about a class of products is 

defined as a model of data or an abstraction about the products from the point of view of the 

application. Generally speaking, the abstraction about a product includes the definition and 

perfonnance of the product. The fonner is the input to the application, and the later is the 

output from the application. 

A data model of an engineering product describes data from a static point of view, that is, 

without considering time or sequence of engineering activities. A data model is part of a 

conceptual model [26]. Another part of the conceptual model is process models, which 

describe dynamic behavior of engineering activities. Process models are discussed in 

Section 4. 

The content of the data models of an application in an isolated environment and that of the 

same application in a Concurrent Engineering environment are basically the same. However, 

in the isolated environment, entities in the the data model describe the whole engineering 

world. In a Concurrent Engineering environment, the entities in the data model of an 

application describe a subset of engineering world that the environment is looking into. When 

integrating applications into a Concurrent Engineering environment, all data models that have 

been developed for isolated applications need to be reviewed by engineers from multi

disciplinary points of view to determine the data sharing, dependency, coupling, and 

communication between engineering applications. Hence, in an integrated environment, some 

of the product definition attributes are shared, imported from a common database; while in an 

isolated environment the product definition is always specified by end users. 
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The relationships and differences among data model, data, database, database schema, 

design data server, and product model are described below. A data model describes the 

structure and format of sets of data in a database. In other words, the data model defines the 

database schema. Data are stored in the database and retrieved from the database according to 

the structure described in the data model or the schema of the database. A design data server 

is the data management layer of the database, and applications directly interface with the 

server to request data manipulation activities. A product model is a set of data in the database 

that describe the product, and the product data can be retrieved and updated in the database. 

3.1 Global and Local Data Models 

A global product data model is developed for an integrated engineering system that contains 

multiple engineering (sub)applications, such as a Concurrent Engineering environment or a 

subenvironment. The global data model in an environment (or in a subenvironment) contains 

product characteristics that are fundamental to and shared among the applications, which are 

subenvironments or workspaces that are directly integrated in the environment, (or among the 

workspaces in the subenvironment). The fundamental product characteristics include the 

product information that is necessary to initiate the activities of some subenvironments or 

workspaces in the environment (or activities of some workspaces in the subenvironment). 

The product characteristics that must be consistent among the applications in the environment 

(or among the workspaces in the subenvironment) are shared product characteristics. Note 

that the global data model is not intended to include all detailed product characteristics that are 

used by all applications. 

A local data model is developed for a functional workspace in a subenvironment or 

environment to completely define products from the point of view of the workspace. It is 

called a local data model, because it is from the workspace point of view, which only covers 

part of the engineering view of the subenvironment or environment that the workspace is 

contained in. Hence, the database and design data server of a workspace is called a local 

database and local design data server, respectively. 

The data model of a subenvironment is treated as a global data model relative to the local 

data models of the workspaces in the subenvironment. However, the data model of the 

subenvironment is treated as a local data model relative to the global data model of the 

environment that encloses the subenvironment. Hence, as shown in Figure 1, the design data 

server of the Concurrent Engineering environment is called the global design data server, and 

that of a subenvironment is called the intermediate design data server. 



www.manaraa.com

150 

3.1.1 Properties of a Global Data Model 

A global data model has the following properties: 

(1) It contains minimal but sufficient product characteristics to ensure that 

a) some engineering activities can be initiated, once the fundamental and shared 

defInition of the product is available; 

b) the product characteristics that should be consistent across applications are 

included; 

c) product information that needs to be exchanged between applications are 

included; and 

d) engineering activities are free within the boundary of information consistency. 

(2) It defInes product characteristics using a language and primitives that are meaningful 

to all engineering disciplines. 

(3) It needs to be reviewed and possibly modifIed when 

a) new applications are added, or 

b) changes are made in applications that are related to the global data model. 

Examples of fundamental attributes are the geometries of mechanical components and the 

kinematic and force connectivities between components of a mechanical system. Without 

these fundamental attributes, it is not possible to initiate the processes to create fInite element 

models for structural analysis and mechanical system models for dynamic analysis. 

Examples of shared attributes are the geometry and locations of joint reference frames [27] 

of each component of a mechanical system. In structural analysis and dynamic stress analysis 

for fatigue life prediction, engineers need to generate fInite element models based on the 

geometry of the component and the locations where loads apply. These two analyses may 

generate fInite element models that look different but which are somehow consistent, because 

these models are developed from a common basis--the geometry and reference frame 

information available in the global database. Without a common defInition to refer to, 

inconsistent analysis models may arise from different applications. 

An example of exchanged attributes is that joint reaction forces which are obtained from 

dynamic analysis are required data for structural analysis. In this case, a copy of the joint 

reaction force will be exported from the dynamic analysis to the global database and made 

accessible to the structural analysis. 

Product characteristics included in the global database are used to maintain consistency 

across disciplines and not to restrict the engineer users. These product characteristics, 

therefore, had better be expressed in a way that is meaningful to engineers, while leaving 

them substantial engineering freedom. For instance, the global database contains kinematic 

degrees of freedom between mechanical components (which is a high-level specifIcation), 

instead of specifIc joint types (a low-level specifIcation). This is because a rotational degree 
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of freedom between a pair of bodies can be modeled as a revolute joint or a cylindrical joint in 

dynamic analysis. How the rotational degree of freedom is modeled in dynamic analysis is up 

to dynamic analysis engineers so long as the degrees of freedom between the components that 

are specified in the global database are satisfied in the dynamic analysis. If a specific joint 

type, say a cylindrical joint, were assigned in the global database, dynamic analysis engineers 

would then be restricted to generate product models using cylindrical joints. 

The global data model for a group of applications needs modifications under two 

conditions. First, when a new application is added to the group, the application may need 

additional product characteristics that are generated by existing applications or it may pass 

new product characteristics to existing applications. For instance, adding a thermal analysis 

application would need the thermal conductivity information to be included in the product 

definition in the global data model. Second, the global data model needs modifications when 

changes in the applications require different product characteristics to be shared or obtained 

from the global database. For instance, when a dynamic analysis application changes from 

rigid-body based [27] to flexible-body based [28], the product definition in the global 

database need to be extended to include detail finite element models of bodies of a mechanical 

system in order to support the flexible-body dynamic analysis. 

The level of detail of product characteristics in the global data model determines the levels 

of consistency, engineering freedom, and data interpretation and communication. Generally 

speaking, if more content is given in the global data model, there will be tighter consistency 

across applications, less engineering freedom in applications, and more communication and 

less interpretation between the global database and applications. 

As an example, Figure 4 shows the global data model of mechanical system simulations in 

the Concurrent Engineering environment that is depicted in Figure 1. The mechanical system 

definition that is described in Figure 4 is sufficient to initiate the activities of the three 

applications shown in Figure 1 and maintain consistent product definitions across 

these applications. 

In the global data model, a mechanical system is composed of bodies, kinematic 

connectors (Le. kinematic joints), force connectors (Le., force elements), and subsystems. A 

subsystem is composed of bodies. The connectivity between bodies are through kinematic or 

force connectors which are specified in system assembly, as shown in Figure 4. 

Each body, joint, and force element is a part assembly. A part assembly contains at least a 

part. A part is a solid entity that has homogeneous material property, specific geometry and 

mass property data, and assembly features. A part assembly has composite mass property 

data, discontinuous material properties, an assembled geometry, finite element models, and 

internal part assembly information, as described in Figure 4. A part assembly may have 

several finite element analysis (PEA) models for different applications, such as structural 

analysis and life prediction. 
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A mechanical system may be used for several dynamic simulations to determine various 

load histories under different operational scenarios and environments. For each simulation, 

the global database keeps a brief description about the simulation and body response histories 

of bodies of the mechanical system that include velocities, accelerations, and body forces 

(which contain joint reaction forces and force element forces applied on the bodies). 

The body response histories are exported to structural analysis and fatigue life prediction 

applications and used by them as loads on a body. In the global data model each force 

element or joint is represented as a part assembly, in case their structural behaviors needs to 

be analyzed. 

3.1.2 Properties of Local Data Models 

The data model of a workspace in a subenvironment is truly a local data model, while the data 

model of the subenvironment is a local data model in the subenvironment-environment 

relationship but a global data model in the workspace-subenvironment relationship. Hence 

the properties of a local data model discussed here are applicable to a workspace and a 

subenvironment. However, in this subsection, unless otherwise noted, an application means 

a workspace. The global data model mentioned in this subsection means the data model of the 

environment that the workspace belongs to. 

Different applications abstract products differently and analyze different kinds of product 

performance. Such an abstraction is called a local data model in this paper and is called an 

aspect model by Tomiyama [20]. 

Local data models have the following properties: 

(1) It contains a complete product aspect model from the application point of view, 

including: 

a) product definition characteristics that are used in the application 

b) product performance characteristics that are estimated by the application 

(2) It contains four classes of attributes: imported, interpreted, exported, and resident. 

(3) It describes the product characteristics using an application-specific language and 

primitives. 

(4) It needs to be modified when (a) its tools are modified or (b) the related portion of the 

global data model is changed. 

To allow tools to obtain all of data that they need, the local data model defines all product 

characteristics that are used by the tools and performance characteristics of the product that are 

evaluated by the tools in an application. 

Each application in Concurrent Engineering play certain roles. To define the engineering 

roles of a workspace in an environment (similarly, those of a subenvironment in a Concurrent 
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Engineering environment) and to formalize the information sharing and exchange, product 

data in a local database are classified into four groups. 

First, imported attributes in a local database are product attributes that are extracted from 

the global database and used by the application as they are. No changes can be made to the 

values of this type of attribute in the global database without the agreement from the leader of 

the engineering environment. Examples of this type of attribute are the masses, moments of 

inertia, and locations of joints of components of a mechanical system, which are derived from 

the geometries of the components. 

Second, interpreted attributes are product attributes in a local database that are interpreted, 

based on the application's view, from the related product characteristics in the global 

database. Since product characteristics in the global database are for all applications, these 

characteristics may not be in a form ready for an application to use directly. Such 

characteristics need to be accessible to related applications, either through visual displays or 

by passing them to local memory space. The applications then interpret the attributes into an 

application-specific language or primitives. The mathematical or engineering meaning 

indicated by the interpreted attributes in the local database should be consistent with that of 

attributes in the global database. 

For instance, a rotational kinematic freedom between two bodies defined in the global 

database can be modeled as a revolute joint or a cylindrical joint in a local database for 

dynamic analysis, so long as the kinematic characteristics between the two bodies that are 

defined in the global database are maintained in the local database. As another example, the 

kinematic degree of freedom between a pair of bodies may influence the setting up in 

boundary conditions for structural analysis in a local database. The boundary conditions of a 

hole (along the axis of the hole there is a kinematic degree of freedom) may be defmed so that 

the lateral surface of the hole remain circular; hence, the diameter of the hole remains 

unchanged. In this way, substantial engineering freedom can be kept even when engineering 

applications are integrated. 

Third, resident attributes are product characteristics, such as vehicle dynamic analysis 

models or kinematic joint types, that are defined or generated by an application but which are 

of no interest to other applications. Generally speaking, all product performance information 

that is determined by an application belongs to this type of attribute. Examples of resident 

attributes are mesh densities along certain geometry axes which are used to generate finite 

element models. Other applications may be interested in using the finite element models but 

not the mesh density information. 

Finally, exported attributes are some special product attributes that are generated by an 

application and also used by other applications. For instance, dynamic analysis computes 

joint reaction forces, which are used in dynamic stress computation to predict fatigue lifes of 
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mechanical components. So the joint reaction forces are exported attributes in this example, 

because they are made accessible for other applications in the global database. 

The four classes of product attributes define the data relationships between the global 

database and the applications. These relationships implicitly define the interapplication 

relationships in a Concurrent Engineering environment. Figure 5 shows the data sharing 

relationships between an application k and the global database. In this figure, for application 

k the attribute set B is imported, the attribute set G is interpreted to G', the attribute set H is 

resident, and the attribute set D is exported. The fact that sets B and D show up twice in this 

figure is because these two sets are (1) exported to or generated in the local database of the 

application and (2) made accessible in the global database. However, when exporting or 

importing a data set, some data transformation/translation may be needed, because the schema 

used in the global and local databases may very possibly be different. 

Global Database 

Application k 

Figure 5. Relationships Between Global Product Characteristics, Local Product 
Characteristics, and Applications 

The language and primitives that are used to define the product in a local database can be 

application specific, since, in general, the application is the primary user of the product 

definition stored in its local database. For instance, structural analysis models are defined in 

terms of finite element primitives, such as nodal points, edges, and elements. These 

primitives are low level primitives relative to the geometry primitives used in CAD systems. 

Attributes in the database of a subenvironment (Le., the intermediate database) are 

similarly classified into these four groups relative to the attributes in the global database of the 

Concurrent Engineering environment. 

As an example, Figure 6 shows the local data model of part assemblies for life prediction 

application. This figure assumes that the dynamic load histories of mechanical components 

can be determined by the dynamic analysis application (which is an external application 

relative to the life prediction application in the environment) or by the dynamic analysis 



www.manaraa.com

156 

workspace in the life prediction subenvironment (see Figure 1). The superscripts 

# , @ , and" highlight imported, interpreted, and exported attributes, respectively. The 

attributes without any superscript are resident attributes. 

Part Assembly for Life Prediction 
I 

I I I 
Part Part # Body # Dynamic Fatigue Life 

Assembly Assem. Response Stress Prediction 

I I 
I " 

id. History Analysis 

Assembled # • Position • Stress Influen. 
• Material Fatigue 

FEAmodel Property Data 
Geometry • Mesh @ • Velocity Coefs. • Crack Properg. 

• Boundary Condo • Accel. • Dynamic Stress Life 
• Material Prop. # • Forces History • Crack Initiation 

• Torques Life 

Figure 6. Local Data Model of Part Assembly for Life Prediction 

The assembled geometry and material property data of the part assembly is imported and 

used to generate finite element model for structural analysis (i.e., the FEA model). The 

boundary condition of the FEA model is based on the assembling configuration between the 

part assembly and other assemblies and is determined/interpreted by life prediction engineers. 

Hence, the boundary condition of the FEA model is an interpreted attribute. Since the body 

response histories may be determined by an external application (such as dynamic analysis 

application) and made accessible in the global database, the body response histories can be 

imported attributes, as shown in Figure 6. The results of dynamic stress computation and life 

prediction are resident attributes, since no other application is interested in using them. 

It is possible that the finite element models generated by the life prediction engineers are 

used in other applications, such as structural sensitivity analysis and optimization. Hence, the 

finite element model may be exported to the global database for other applications. 

3.2 Recursively Applying the Data Model 

The global-local data model can be applied recursively to integrate engineering environments 

and broaden engineering capabilities. Figure 7 depicts such an integration concept. Two 

environments, computer aided engineering function analysis (CAE) environment and 

computer aided manufacturing analysis (CAM) environments, share a global database whose 

schema is defined by a global data model. Note in this subsection and Figure 7, the term 

CAE means engineering function analysis. In the figure, the CAE environment contains 

dynamic analysis, fatigue life prediction analysis, and structural analysis applications. The 

CAM environment has machining and assembly analysis applications. 
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Figure 7. Multi-disciplinary Infonnation Integration Model 

Figure 7 shows two hierarchical levels. The higher level contains (1) two environments 

and (2) a global database for them. The environments share the product definition and put 

infonnation that is supposed to be passed between them in the global database. Although 

each of these environments has several subenvironments, workspaces, and tools, the global 

database at the higher level views each of these environments as a single application. Each 

environment has a database to integrate applications contained in it. These databases are local 

databases from the higher level point of view and global databases from the lower level point 

of view. The lower level of the hierarchy shown in Figure 7 contains two independent 

environments but no direct communication between them. Each environment has a global 

database which stores shared CAE (or CAM) product infonnation for CAE (or CAM) 

applications that are integrated in the environment. 

Recall that the language used in a local data model of an application to describe products 

can be very specific to the application; however, the language used to describe products in a 

global data model should be general to and understandable by the disciplines that share 

product infonnation in the global data model. The more diverse the engineering applications 

that are integrated under a global data model, the more generic the language should be used to 

described the product in the global data model. 

A study [29] shows that Product Data Exchange using STEP (PDES/STEP) [30] can be 

used to define the product model for selected CAE and CAM applications. This study 

discusses a way to apply this global-local data model to integrate CAE and CAM 

environments into a super-environment, as shown in Figure 7, for Concurrent Engineering of 

mechanical system design, analysis, and manufacturing. Significant object mapping exists 

between the global data model and the data model of the CAE environment. This is mainly 

because (1) the granularities of the entities of a mechanical system that are defined in the 

global data model for CAE and CAM differ from those of the CAE environment, and (2) 

many CAE environments, for example, the environment discussed in [29], only focus on the 
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relative degree of freedom between mechanical components and do not pay detail attention to 

the assembly. 

3.3 Enterprise Organization of the Data Models 

In engineering enterprises, users who use engineering applications to complete their activities 

can be organized in a hierarchy, such as, from bottom to top, individual-group-division

enterprise. A user of a tool is an individual. The users of an application, either a workspace 

or a subenvironment, form a group, which represents a discipline. Several groups form a 

division, Le., an environment, such as manufacturing division. Finally, several divisions 

form an enterprise, i.e., a super-environment. By applying the global-local data model one 

more time, the whole enterprise could be integrated with other enterprises to form a super

super-environment. Hence, this global-local data model can be used to model personnel of 

enterprises, Le., it can be used to develop organization models. 

4 Process Models 

Coordinating engineering activities to achieve common goals of a multi-disciplinary team is 

one of typical problems faced in a Concurrent Engineering environment. To effectively 

coordinate engineering activities, the environment must be able to express engineering 

processes. This section presents such an engineering process modeling capability that can be 

used when coordinating engineering activities for Concurrent Engineering of mechanical 

system design and analysis. The process modeling capabilities that are presented in this 

section are developed within the CAE framework discussed in Section 2, in which 

engineering activities and engineering software entities are integrated hierarchically using the 

object-oriented approach. 

Research has been carried out on process modeling for software developments. 

According to Osterweil [31], a "process" is any mechanism used to achieve a goal in an 

orderly way. Osterweil introduced "process description" as a specification of how the job is 

to be done. A process model describes who does what, when, and how [32]. Both 

Humphrey [33] and Osterweil [31] used object-oriented approaches to model software 

processes. Katayama [34] introduced a formalism for software process description which 

satisfies three basic requirements: (1) enabling clear description, (2) being able to describe 

hierarchical process decomposition, and (3) having execution mechanisms. 

Humphrey [35] points out that a software process architecture is a framework which 

establishes the structure, standards, and relationships of various process elements. Process 

models must (1) represent the way the work is or should actually be performed; (2) provide a 
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flexible, easily understandable, and powerful framework for representing and enhancing 

processes; and (3) be refinable to the level of detail that is needed for consistent performance. 

Results of research on process models for software development are equally applicable to 

engineering product design, analysis, and development. The process modeling concepts, 

methodologies, and requirements presented in this section for mechanical system design and 

analysis are similar to those for software development. 

Paris [36] presented process models based on goal-activity relationships to decompose 

activities. Paris pointed out that when it is impossible to test whether a goal of a complex 

activity has been achieved, the activity and goal are recursively split up into subactivities and 

subgoals until a sufficient level of detail is obtained which permits testing of subgoal 

achievement at the end of a subactivity. This ability to decompose an activity presupposes an 

activity hierarchy. The CAE framework hierarchy and global and local data models presented 

in Sections 2 and 3 actually provide an environment to decompose engineering activities into 

subenvironment, workspace, and tool levels. 

Chiueh et. al. [37] presented VSLI design process management models. The process 

modeling concept presented in this section is similar to Chiueh's approach but is developed 

independently with mechanical system design and analysis in mind and is based on the CAE 

framework introduced above. 

The purpose of this section is to present a method to model engineering processes, capture 

engineering knowledge, and manage interprocess relationships. 

4.1 Engineering Process Modeling and Knowledge Capturing 

In this paper, each engineering analysis process is presented as a sequence of CAE entity 

invocations, called a runstream. For instance, to accomplish a dynamic analysis for a 

mechanical system, as shown in Figure 8, a modeling tool is used to generate a dynamic 

analysis model ftrst. A dynamic analysis tool is then used to analyze the dynamic behavior of 

the system. Finally, a postprocessor is used to visualize the analysis results and understand 

the behavior of the system. Each tool runstream is based on an engineering analysis theory or 

methodology, called background theory. Different engineering analysis methodologies, such 

as rigid-body or flexible-body dynamic analysis [27, 28], imply different analysis processes. 

Modeling Tool Dy. Analysis Tool Post Processor 

Generating Mech. - 1- Visualization of 
System Model Dynamic Analysis Analysis Result 

Figure 8. A Dynamic Analysis Runstream 
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The run stream concept was obtained from observing engineering activities of an 

engineering group which uses a workspace or a subenvironment to accomplish engineering 

tasks. A senior engineer in the group knows many tools that are used to design or analyze 

certain functions of certain products, while a junior engineer knows one or two specific tools. 

Senior engineers are qualified and may be requested to define engineering processes which 

describe the CAE entity invocation sequences and user inputs. Junior engineers follow these 

sequences to accomplish engineering services using the CAE tools. 

At the workspace level, a runstream consists of CAE tools and is called a tool runstream; 

whereas at the subenvironment level, a run stream consists of functional workspaces and is 

called a workspace runstream. Runstreams give engineers a very flexible means to organize, 

compose/decompose their design/analysis processes, and save the solutions to the engineering 

problems. A workspace has a run stream library to store its tool run streams and the reasons 

for using them. In this way engineers' knowledge can be kept for reuse and training. 

A run stream is represented as oval boxes and arrows between the boxes, as shown in 

Figure 8 and the upper part of Figure 9. Note that a run stream is not a data flow in that: 

1) The arrow between two objects (i.e., tools) indicates the direction of control flow, not 

data flow; 

2) Each oval box in the run stream is a message holder which shows the message to be 

sent to an object. For example, a vibration analysis message is sent to the CAE tool 

object ANSYS; 

3) Each oval box in the runstream is capable of obtaining mechanical system data from 

the workspace design data server and will update the workspace database through the 

design data server. 

xxx xxx xxx xxx xxx 

Figure 9. A Workspace and Its Tool Runstream Window 
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A workspace has a run stream authoring system which has a window to author tool 

runstreams, as shown in Figure 9. Engineers can use the run stream authoring system to 

graphically compose tool invocation sequences (Le., tool service sequences). To carry out a 

service of a tool, the engineer will create a message holder in the run stream authoring 

window. Using the message holder, as shown in Figure 10, the engineer specifies the object 

(i.e., tool) and the service that the object should perform when the control is passed it. The 

runstream authoring system can send an enquire message to the object in a message holder to 

find out the preconditions that will have to be satisfied prior to invoking the service of the 

object in the holder, and the postconditions that will be satisfied upon successful completion 

of the service. 

in terms of 
mechanical system 
data\ avilability, 
user input 
requirements 
and possibly 
possessing 
constraints. 

Figure 10. Semantics of a Message Holder 

The preconditions and postconditions of a message holder specify data requirements, 

process constraints, and data generated which provide knowledge to the runstream authoring 

system. For example, from the preconditions of a service and the postconditions of all the 

services preceding it, the run stream authoring system can determine whether the data 

requirements and processing constraint requirements of the service will be met. 

The general invocation and control protocol of each tool allow a run stream authoring 

system to communicate to each tool in a uniform way. For example, each tool will respond to 

the same request message and reply in a standard way about its input and output 

requirements, thus making it possible to check data consistency for a specified tool 

invocation sequence. 

Encoding of pre- and postconditions of a CAE tool service opens up the possibility of 

"knowledge processing" of mechanical system design and analysis. For instance, a 

runstream's data consistency requirements can be checked against the current database state, 

or for a given mechanical design/analysis problem its given data can be matched with 

a run stream. 

A service of a tool runstream can be completed when (1) initial conditions (i.e., given 

product data) of the workspace satisfy the preconditions of the service, (2) the services of 

tools invoked prior to the service satisfy the preconditions of the service, or (3) both (1) and 
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(2) hold. When all services of a run stream can be completed, a run stream is completable. 

Only when the request to execute a service of a tool that can be completed is received from 

engineer users, the tool will be invoked by the workspace. 

The runstream authoring system plays a significant role in defining engineering processes, 

especially when a type of engineering analysis can be accomplished in several approaches 

(i.e., different runstreams). For example, dynamic analysis can be carried out by assuming 

that all mechanical components are rigid bodies or by assuming that some components are 

rigid, and some are flexible. In the second case, selecting different flexibilities for flexible 

components in dynamic analysis will produce different analysis results. With the reasons to 

use a specific runstream stored with the runstream, engineering knowledge can be effectively 

stored for reuse and training. 

Just as a workspace has a tool runstream authoring system, so a subenvironment has a 

workspace runstream authoring system, as shown in Figure 11. In workspace runstreams, 

each workspace gets shared data from the global database of the subenvironment and exports 

data to the global database for other workspaces in the subenvironment. A workspace 

runstream can be checked and saved under some classification for objects analyzed by the 

subenvironment, such as mechanical systems. Saving and classifying run streams allow for 

intelligent retrieval to match a given mechanical design/analysis problem. 

CAliWlcips sma 

Figure 11. A Subenvironment and Its Workspace Runstream Window 

Recall that a workspace run stream is defined using tool run streams, and the tool 

run streams clearly define the activity sequences that engineers of workspaces in a 

subenvironment should follow. These engineers can be viewed as a single discipline who 

follows the sequence to play his engineering roles. This is why the subenvironment is treated 

as a single discipline system. 
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Subenvironment run stream authoring capabilities are not offered in a Concurrent 

Engineering environment, instead, a blackboard is used to coordinate engineering activities in 

the environments. This is because Concurrent Engineering environment is a multi

disciplinary system, and coordinating multi-disciplinary activities is very complex and 

complicated and will dynamically change depending on the design processes and engineering 

products to be developed. Before these activities are clearly known and accepted by the 

whole engineer team, a knowledge-based approach will be more appropriate to coordinate 

multi -disciplinary activities. 

4.2 Interprocess Relationships 

Figure 12a shows a workspace runstream consisting of workspaces X, Y, and Z, in which a 

workspace is represented as a rectangular box. Each workspace in the workspace runstream 

consists of a tool run stream, as shown in Figure 12b. The integers shown in Figure 12b are 

tool service identifiers. The arrows that go from services 4 and 6 to service 7 indicate that the 

preconditions of service 7 would be satisfied by the postconditions of services 4 and 6. The 

workspace-tool runstream depicted in Figure 12 is hierarchical, and there is no coupling in 

the runstream. 

WkspX WkspZ 

~ 
(a) (b) 

Figure 12. A Hierarchical Runstream 

Let us consider a slightly different runstream, as shown in Figure 13; in which there is 

feedback from tool service 8 to tool service 1. The feedback can be, for instance, (1) a 

request from a downstream service (service 8) to an upstream service (service 1) for changing 

a product definition such that certain product performance that is estimated by the downstream 

service can fulfill product requirements, or (2) product characteristics produced by the 

downstream service are u'sed by an upstream service, and the downstream service also uses 

the output of the upstream one. 
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WkspX WkspZ 

~ 
(a) (b) 

Figure 13. A Coupled Hierarchical Runstream 

This feedback forms a loop between workspaces X and Y. As shown in Figure 13, the 

loop encloses tool services 1, 4, 7, and 8. This workspace-tool runstream is a coupled, 

hierarchical one. Because of the coupling effect, iterations among services 1, 4, 7, and 8 

must take place to obtain reasonable results. 

The relationships between run streams can be captured by using a pseudo task matrix 

which is similar to the concept of Design Structure Matrix developed by Steward [38]. As an 

example, the pseudo task matrix of services 1,4,6,7, and 8 that are shown in Figure 13b is 
shown in Figure 14. In the figure, P i,j of the pseudo task matrix represents a set of product 

characteristics generated by service i that partially or fully satisfies the preconditions of service 

j. In the task matrix, if the upstream (earlier) services are located in higher rows than 

downstream (later) services, then elements in the lower triangular part of the pseudo task 

matrix indicate feedback and the existence of loops. In Figure 14, product characteristics set 
P8,1 is the feedback from (downstream) service 8 to (upstream) service 1. 

1 PlA 

4 P4,7 

6 P6,7 

7 P7,S 

PS,l 8 

Figure 14. Pseudo Task Matrix of Runstream of Figure 13b 

Although the tool-runstream of workspace Z shown in Figure 13 is not involved in the 

loop, service 10 of this runstream cannot be started before reasonable results have been 

obtained from the iterations of services 1,4,7, and 8. This is because the postcondition of 

service 4 (which is in the loop) is used in service 5 which generates part of the preconditions 

of service 10. 

Such workspace relationships may happen in many computer aided design, analysis, and 

manufacturing environments or their subenvironments. For instance, in flexible-body 
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dynamic analysis, engineers need to synthesize the flexibility of a body [2S] that is modeled 

as a .flexible structure before dynamic analysis can be completed. But, the flexibility of a 

body cannot be reasonably synthesized until the load characteristics of the body are known. 

These loadings, however, are obtained from dynamic analysis. 

5 Criteria and Methods for Process Coordination 

A Concurrent Engineering environment has a blackboard, as shown in Figure 1, to coordinate 

multi-disciplinary engineering activities to achieve common engineering goals. This section 

discusses methods and criteria that can be used to coordinate engineering activities that are 

expressed as runstream within the CAE framework for mechanical system design 

and analysis. 

It is recognized that the process of design involves exploring regions of feasible solutions, 

and a design problem is a collection of constraint relationships and requirements on attributes 

of the object to be designed by engineering applications. For example, the feedback PS, 1, in 

Figure 14, can be considered as imposing a constraint relationship on the functional 

workspaces X and Y. Intuitively, such a space of constraint relationships between product 

attributes and engineering applications can be modeled as a network, as shown in Figure 15, 

in which rounded rectangles represent applications, such as functional workspaces or 

subenvironments, and square boxes with a label 'C' represent constraint relationships. 

Figure 15. Constraint Network 

An important type of constraint is the dependency between product data and processes. 

The data specified in the pre- and postconditions, which are part of process models, are in 

global or local databases. Then for a given state of product data, the run stream services that 

can be completed can be determined, as explained, in the runstream authoring system. 

However, at the completion of each service, the state of product data changes, and completion 

of other runstream services becomes feasible. Therefore, product data and process evolve 

together. Figure 16 briefly shows that: (1) as the product data evolve, the current processes 
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proceed, and new processes may become completable; (2) as processes proceed, product data 

change, and new data may be produced; and (3) at some point, multiple processes can be 

carried out parallel. 

Agent 1 
Process 

Agent 2 

Data 

Figure 16. Relationship Between Data and Process Models 

Although product data models and process models have developed, to effectively manage 

engineering processes, authors foresee a critical development in the future is developing a data 

and process framework to define product data models, process models, and constraint 

relationships between product data and between data and process models. 

When a runstream involves higher level CAE entities, such as workspaces and 

subenvironments, the constraint relationships between the CAE entities should be modeled 

according to multi-disciplinary product development methodologies. For example, Sobieski's 

multi-level system optimization methodology [39,40] takes into account engineering aspects 

in several levels, with the most important ones considered first. Similarly, Bond and Ricci 

[41] presented a cooperative product development model for conceptual design, 

aerodynamics, structure, and aeromechanics engineers to design an aircraft. Such multi

disciplinary development and analysis activity models indicate constraint relationships among 

engineering disciplines. 

Criteria to coordinate activities, such as (1) quick and rough product performance 

estimation or (2) precise estimation, will influence the processes that actually carried out, 

especially when the processes contain loops. In this case, it is worth to investigate the degree 

of coupling in the loops of engineering activities. If the sensitivities of the product 

characteristics that are evaluated in the upstream services is sensitive to the change of product 

characteristics that are fed back from downstream services, the coupling effect (Le., loops) 

should not be ignored. On the other hand, if, for instance, in the runstream shown in 

Figure 13b, the sensitivity of the change of the product parameter set Pl,4 to the change of 

the parameter set Pg,1 is low, and if it is necessary to quickly finish the analysis process, the 

coupling effect (i.e., the feedback from service g to service 1) can be ignored. However, to 

accurately estimate the product characteristics (such as parameter sets Pl,4 and Pg,}), the 

coupling effect should not be ignored. 
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For a given set of services and constraints between the services that have taken into 

account coordination criteria and sensitivities of data dependency in the constraints, Steward's 

system analysis method [38] and an improved method [42] can be used to determine 

execution sequences of the engineering services. By using Steward system analysis method 

and an artificial intelligence system, capabilities to schedule engineering services can be 

developed [43, 44]. 

One approach, therefore, to develop process management capabilities for the blackboard 

to promote cooperation in a Concurrent Engineering environment is to (1) develop the data 

and process framework; (2) use (i) the object-oriented CAE entity integration hierarchy, (ii) 

the process modeling methodology, (iii) Steward's system analysis methods, and (iv) 

artificial intelligence systems as basic elements; and (3) apply multi-level system optimization 

methodology, sensitivity information, and scheduling criteria to determine and coordinate 

engineering activities. In this way the blackboard would have the knowledge of the constraint 

relationships between various disciplines/applications, allow high-level specifications of 

product attribute changes, and determine and coordinate associated engineering 

service runstreams. 

6 Conclusions 

A CAE framework has been developed. The framework uses an object-oriented approach to 

integrate engineering software systems in a tool-workspace-subenvironment-environment 

hierarchy, utilizes global and local data models to integrate product informations at different 

hierarchical levels, and provides a systematic way to model engineering activities as 

run streams of tools and workspaces. The developments in engineering tool integration, 

information integration, and engineering process modeling build a basis to develop an activity 

coordination system to full support Concurrent Engineering . 

While the engineering tools and product data models are for mechanical system design and 

analysis, the CAE framework can be extended by integrating manufacturing applications, and 

the product model can be modified for other types of product. The object-oriented approach 

makes the CAE framework very easy to extend and modify. The framework as well as the 

global and local data models can also be extended to reflect the personnel organization model 

of an enterprise. One of the remaining challenges to develop a Concurrent Engineering 

environment for mechanical systems is to develop a coordination system for the 

CAE framework. 
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Abstract: Concurrent Engineering of products can benefit from the use of simulation at 

every stage from the requirements phase through to production, maintenance and update. 

This paper explores the adaptation of iconic graphical user interface based systems to 

achieve the necessary rapid prototyping required for parallel product development. To 

achieve this model definition, interfaces standards and storage in a set of discipline related 

object oriented databases is proposed. 

Keywords: / simulation / graphical user interfaces / concurrent engineering / rapid 

prototyping / object oriented databases / mixed applications / modelling / object standards / 

interface standards 

1 Introduction 

Traditionally, simulation has been used for weapons systems performance studies and more 

recently for design verification and training simulators. There continues to be expansion of 

the use of simulation in almost every discipline. No longer is simulation confined to 

continuous systems, the arrival of discrete event languages and simulations has led to a 

rapid expansion in this area, and to the development of combined discrete event and 

continuous languages, models and simulations. Simulation has consequently expanded into 

almost every activity and discipline. 

2 Current Simulation Usage 

There is an increasing use of graphical user interface based software systems, and in 

particular in the simulation area [1]. Further there is an expansion in the use of animation 

and 2-D and 3-D graphics. Simulation languages are used for part or all of products, but new 
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designs all too frequently require a start again approach. Further, there is relatively little 

attempt at software re-use except at a low level, and consequently little support for the use 

of simulation in rapid prototyping. 

3 Simulation in Concurrent Engineering 

Simulation is not yet generally used to support the parallel concepts of Concurrent 

Engineering. Indeed, a problem exists in that simulation is not yet integrated into 

Concurrent Engineering support systems. 

In spite of this there is a clear need for the rapid development of the use of simulation in 

Concurrent Engineering. At the early stages of specification there is a need for concept 

validation. Simulation should be a powerful tool to aid in this process, as shown by Bradley 

[2]. Related to this is the need for rapid prototyping. Prototyping by use of simulation 

models, especially where such models can also be constructed by rapid methods, can save 

much time and help remove bad design decisions at an early stage. 

Moreover, it is clear that simulation should be used to support all stages of product 

development from specification through design, implementation, testing, production, 

maintenance, and upgrading. 

4 Product Simulation 

This section discusses the overall view of product simulation in terms of complex products 

which involves parts and sub-assemblies from a mix of application areas. The issues 

involved in simulation of complete products are discussed in terms of the future needs of 

simulation systems. 

4.1 Simulation in Product Design and Manufacture 

Simulation is already an important aspect of modern product design and manufacture in 

some industries. Indeed, in the VLSI area, circuit and system simulation is used to guarantee 

first time correctness. Extending this desirable concept to complex products requires 

simulation of parts from many different areas. Few products comprise only mechanical 

parts. Often electronic and electromechanical assemblies are required along with 

microcomputers and controllers. In the process industry, items from such diverse disciplines 

as chemical and control engineering are needed in addition to distributed computers 

requiring communications. Examples of such systems might be a due ted fan civil aero 
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engine or the distributed control of a chemical plant. A domestic example is the ubiquitous 

compact disc player, to be found in most homes and illustrated in a graphical based 

simulation system for mixed application areas [3]. 

4.2 Complete Product Simulation 

An increasing need is perceived for simulation of the entire product or process at an early 

stage of the specification and design phases as part of the Concurrent Engineering approach. 

This can be achieved by modular construction of the complete model from a kit of parts, 

achieved by re-use of software models of the parts obtained from previous projects. The 

latter may require different parameters and initialization, and sometimes some modification. 

In principle, complete design should rarely be necessary after an adequate supply of earlier 

part designs has been assembled. 

Work at Manchester is currently concerned with the production of such a design and 

simulation environment for fast prototyping and full scope simulation. Based on 

interconnected icons, representing systems parts and signal flows, a current interest concerns 

the acquisition and storage of a kit of parts or objects [3]. This work has developed from an 

earlier project to build a system for design and simulation of signal processing systems 

[4,5]. This was achieved using early versions of C++ [6] and was sufficiently successful to 

warrant generalization of the techniques to other disciplines and ultimately to a mix of 

application areas. 

5 Storage and Retrieval of Objects 

A discussion is presented here of the issues involved principally with the representation of 

simulation modules using an object oriented approach, and the consequent requirements for 

the storage and retrieval of such objects in relational data bases and object bases. 

5.1 Requirements of an Simulation Object Storage Scheme 

Of great significance to the simulation system designer is the use of a system which the 

designer can employ to select items from a number of application areas such as DSP, 

control, communications, mechanical engineering, electrical engineering, register transfer 

logic, instrumentation, etc., to create the particular system specified. Hence, there is a 

requirement for separate object bases for each discipline, along with browsing systems for 

user evaluation and selection of suitable parts for the required application. 
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Figure 1 shows a schema for a system in which the user browses and selects items 

required for the complete product from a number of such object bases, to be included in a 

user object base for the particular application at hand. This user application base is then 

attached to a design and simulation system 

Mechanical 
Engineering 

Object Base 

Communications 
Object Base 

Chemical 
Engineering 

o 'ectBase 

Control 
Engineering 

Figure 1. Object Base System 

Sensors 
Actuators 

For each object base some structure is required. This is best achieved by adopting the 

principles of the object oriented approach in which inheritance features strongly and is 

implemented as a class hierarchy. Difficulties have been experienced in this respect, and 

much work needs to be done in this area to establish such class hierarchies for some 

disciplines. Figure 2 illustrates such a hierarchy in a limited way. 

In this context one must consider what comprises an object. It is clear that there is a need, 

to at least represent class hierarchy, source and object code, icon, algorithm, and help 

information. This in turn places significant demands on the storage schema and on the 

usefulness of existing database technology. 

An indication of what is required may be deduced from a provisional list of types of 

information, data and files that are needed for an object based design and simulation system. 

In common with modem software thinking, an object requires a specification part and an 

implementation part. The former relates to specifications of a more general nature related to 

objects higher in the class hierarchy and to object external interfaces. The latter is concern 

with implementation of the data structures and methods (functions) associated locally with 

the object. The code associated with these needs to be stored in both source and object form 

The latter may be for more than one hardware processor type in a host-target system, or 

system comprising a computer with additional hardware accelemtors or parallel processors. 
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Typical initial data and parameter values and ranges are needed to guide the user, plus 

default values where appropriate. 

,-.J 
FFT Real Sine 

Hadamard Complex - Cosine 

Walsh Real Data 

DSP cart·PoIe 

Control WIndows 

II 
I I I 

Comm. Generalor ! ! ! 

Logics f--
I I Hanning L.-.. Radix 2 
! I 

Hamming Radix 4 

Blad(man Radix 8 

Barlell 

I I 
I I 

- Analog Simole 
. Digital Complex Sine 

Square 

I I 
! ! 

I 
I 

L......-. Flip flops Edge Trigger o type 

Arlth. f-- ~Ier/slave J-K 

RAM 

110 

I I I 
! ! ! 

- Multiplier Inlooer 
Adder Signed 

Divider F.P. 

I I 
! ! 

Figure 2. Relation Between Class Objects 

In addition, where a suitable object is not available within the system, a mechanism is 

needed for creating new objects or modifying existing ones, and for integrating them into 

the object base. 

Finally, there can be the problems of linking the user application base to the design and 

simulation environment. This arises because of inconsistencies between database 

technologies and the (object oriented) language employed for the design and simulation 

environment. An early, but useful, discussion of object oriented databases is given 

by Brown [7]. 
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6 Object Base System 

An object base system is currently under development at Manchester, using the Borland 

Paradox 3.5 Relational Database Management system (RDBMS) [8]. This is described in 

detail elsewhere [9]. An overview is presented here. 

6.1 User Database 

The upper level of this system is entered with some initialization and consistency checking 

(Figure 3). 

{Verify _SourceTableO} 

~ 
{Verify_IconTableO} 

r-- ---, 
<Browse> I --> PLAY Browse 

I <Database> I --> PLAY Database 

L <Exit> __ J --> QUIT UserDB 

Figure 3. User Database 

This is necessary because existing RLDMSs do not readily permit storage of items such 

as source code, binary object files and icon bit maps. Consequently, the objects are 

represented by file names instead of actual data. Hence, there is the distinct possibility of 

inconsistency due to the files being outside of the control of the RDBMS. 

After entry, the user may elect to browse the object base system or construct an 

application object base:by playing the scripts Browse or Database. 
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6.2 Browsing 

This is the subsystem for creation and management of the object bases. The Browse script 

features a mechanism for navigating through the classes. This gives an overview of the 

structure of the existing object bases. Subsequently the user may elect to modify the objects 

and or object bases. The usual insert, extend, and delete, facilities are provided, plus source 

code and icon viewing. These are subject to some predictable test conditions being applied. 

In addition the class structure may be modified, and editors are provided for source code 

and icons. 

An important feature of the system is the help facility provided by an additional script 

Help (Figure 4). This provides a mechanism for navigating through help windows (with 

graphical help being added at a later stage). In addition, a facility is present to enable users 

to amend and create help information. 

Yes 

No 
Exists=True 

< Retum > 

<Edit> ->{Edit_ Windows(*. *)} 

<Show> ->{Verify _ Windows(*. *)} 

->{DispldY _ Windows(*. *}} 

Figure 4. Help Facility 

6.3 Application Object Base 

This is the subsystem for user creation of the application database for design and simulation 

of the product under consideration. Again, the user may navigate through the classes for 

object selection. Objects may be imported from other object bases or externally, and other 



www.manaraa.com

178 

object bases may also be included for editing. Items may be added or deleted and the 

resulting object base exported to a design and simulation system. 

7 Conclusions 

There are many conclusions to be drawn from the considerations of the place that simulation 

needs to play in Concurrent Engineering and for the consequences for simulation tools 

and methodologies. 

Firstly, modelling and simulation should be integrated into the CE environment in order 

to encourage support for the parallel product life cycle. This can then used to achieve rapid 

prototyping by use of simulation to speed up product development. 

Secondly, within the CE environment, modelling and simulation should be themselves 

be fully integrated with other tools (such as Matlab). 

Next, design and simulation should be seen as a combined environment, and this 

environment should be independent of application area. Simulation should be employed at 

every stage of design and production, hence design and simulation should follow directly 

from formal specification of products following current software engineering practice for 

software products. 

Re-use of earlier models and simulation modules should be encouraged by the 

development of multiple object bases of simulation objects, each covering a specific 

discipline, in a framework for mixed application area products. However, it is clear that 

much development in the area of object base technology needs to be done. Modelling and 

simulation object development tools should be integrated within the object base system. 

Finally, standards should be developed for modelling and simulation objects, especially in 

relation to their interfaces. 
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Analysis of Structural Systems Undergoing Gross 
Motion and Nonlinear Deformations 
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Abstract: Recent developments in flexible multi body dynamics provided new tools for the 

analysis of structural systems undergoing geometric and material nonlinear deformations. The 

restrictions that some of the most popular methods present for the analysis of multibody 

system with flexible components are discussed within the framework of a general 

methodology. The equations of motion for a flexible body undergoing large overall motion are 

obtained based on the principles of continuum mechanics and employing nonlinear finite 

elements. These equations are then simplified based on a lumped mass formulation and 

referring the nodal accelerations to the inertial reference frame. The resulting equations, which 

describe completely the coupling between the nonlinear gross motion and the deformation of 

the flexible components of the system, present a mass matrix that is diagonal and constant. 

These equations can be further simplified for cases where the level of deformations lies within 

the elastic range and the geometric nonlinearities are not important. Under these assumptions 

the modal superposition method can be used to reduce the number of nodal degrees of freedom 

of the flexible components. If the assumptions of material and geometric linearity are not met 

the number of nodal degrees of freedom can still be reduced using a static condensation 

technique. The equations obtained in this manner are implemented in a general purpose 

program and solved numerically. The study of a light space structure is presented in order to 

show the effects of the nonlinear geometric deformations in behavior of the system. The 

application of the methodology described here to crashworthiness and structural impact is 

illustrated with the study of the rollover of an off-road vehicle. 

Keywords: multibody / dynamics / flexibility / plasticity / crashwonhiness / vehicle dynamics 

1 Introduction 

The analysis of of multi body systems experiencing different levels of nonlinear deformations 

deserved the attention of numerous researchers in recent years. To achieve the goal of 

concurrent engineering. the dynamic analysis of flexible multibody systems must be 
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convenient to use by an engineer. For this purpose the increasing complexity in the modelling 

of nonlinear flexible systems must not be transfered directly the design engineer. For each 

methodology used for the model there is a possible range of applications that must be well 

known. This paper presents a comprehensive methodology for the analysis of flexible 

multibody systems that can be used in concurrent engineering. 

The initial attempts to describe the motion of flexible bodies experiencing large 

displacements and rotations was made using the finite element method [3,5,6,16]. However, 

if the behavior of the system is dominated by such large displacements and rotations and the 

structural deformations are small or negligible then the finite element method is not adequate. 

Procedures based on multi body dynamics have shown to be quite efficient to deal with this 

class of problems [7,8,10]. The combination of multibody dynamics with the finite element 

method was very successful in describing the motion of systems where the nonlinear gross 

motion is coupled with the small elastic deformations [18-20,22]. Some researchers have 

recently extended range of applications of multibody dynamics to problems characterized by 

the coupling between the gross motion an nonlinear elastic deformations [4,9,21]. 

In this paper the equations of motion for the multibody system are first obtained in terms 

of cartesian coordinates. The kinematic constraints between the elements of the system are 

described by a set of algebraic equations which are introduced in the system by a set of 

Lagrange multipliers. At a latter stage the cartesian coordinates are replaced by joint 

coordinates using velocity transformations. This process not only reduces the number of 

coordinates necessary for the description of the system but also eliminates the constraints from 

the equations of motion. To describe the deformation of the bodies of the multibody system, 

an updated Lagrangian formulation based on the work by Bathe et al. [5] is employed. The 

deformation of the flexible body is always related to a corotated configuration, to which a body 

fixed referential is attached. The form of the equations of motion obtained is further simplified 

using a lumped mass formulation for the mass matrix of the flexible body and changing the 

referential to which the nodal accelerations are referred. Finally this methodology is 

implemented in a general purpose computer program [11] and it is applied to the study of the 

rollover and crash worthiness of an off-road vehicle. 

2 Multibody System Dynamics Using Joint Coordinates 

A multibody system is a collection of rigid and flexible bodies joined together by kinematic 

joints and force elements as depicted in Figure 1. For the jth body in the system qi denotes a 

vector of coordinates which contains the Cartesian translational coordinates ri, a set of 

rotational coordinates Pi, and a set of nodal coordinates q; or 0' (if body j is flexible). A 
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vector of velocities for a rigid body j is defined as Vj, which contains a 3-vector of 
translational velocities if and a 3-vector of angular velocities Wi (defined in the XYZ 

coordinate system). If body j is flexible then the vector of velocities Vi contains ri • Wi 

(defined in the ~1l ~i coordinate system) and a vector of nodal velocities q~ or a'. The vector 

of accelerations for the body is denoted by viand it is simply the time derivative of v l' For a 

multibody system containing nb bodies. the vectors of coordinates. velocities. and 
accelerations are q. V and v which contain the elements of qj, Vi and v j' respectively. for i=l • 

...• nb. 

Let the kinematic joints between rigid bodies be described by mr independent constraints 

as 
<D(q) = 0 (1) 

The first and second derivatives of the constraints yield the kinematic velocity and acceleration 

equations. 

<i> == Dv= 0 (2) 

(3) 

where D is the Jacobian matrix of the constraints. The equation of motion for the system of 

rigid bodies are written (see reference [12]) 
Mv-DTA,=g (4) 

where M is the inertia matrix. A. is a vector of Lagrange multipliers. and g = g( q. v) contains 

the gyroscopic terms. and the forces and moments that act on the bodies. 

force 

Body 
2 

force 

Figure 1 Schematic representation of a multibody system 
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The constrained equations of motion expressed by equations (1) to (4) can be convened 

to a smaller set of equations in terms of a set of coordinates known as joint coordinates. Such 

transformation is briefly discussed here (for more detail refer" to Nikravesh and Gim [13]). 

The relative configurations of two adjacent bodies are described by a set of relative 

coordinates, known as joint coordinates, equal to the number of relative degrees of freedom 

between the bodies. The vector of joint coordinates for a system of rigid bodies is denoted by 

fJ and it contains all the joint coordinates and the absolute coordinates of the floating base 

bodies. The vector of joint velocities is defined as p, which is the time derivative of fJ , and 

its relation with v is given by [13] 

v=BP (5) 
Matrix B is the velocity transformation matrix and it is orthogonal to the Jacobian matrix D. 

The time derivative of equation (5) provides the formula for the transformation of the 

accelerations, 

v=BP+B~ (6) 
Substituting equation (6) into equation (4), premultiplying by BT, and using the orthogonality 

between B and D yield 

M~=f 
where 

M=BTMB 

f=BT(g-MBt3) 

(7) 

(8) 
(9) 

Equation (7) represents the generalized equation of motion for an open-loop system of rigid 

bodies. This equation, which contains the minimum number of second-order differential 

equations, can be used instead of the mixed set of differential-algebraic equations given by 

equations (1) through (4). For the equations of motion of a system containing closed 

kinematic loops, the interested reader may refer to reference [14] where more detail and further 

discussion is provided. 

3 Kinematics of a Flexible Body 

Let XYZ denote a fixed cartesian coordinate reference frame. In order to define the position 

and the orientation of a flexible body with respect to XYZ let a new coordinate system ~T\' be 

defined. This new coordinate system is rigidly attached to a point of the flexible body as 

depicted in Figure 2. 

The motion of the f)exible body involves a continuous change of its shape and generally 

large displacements and rotations. Let the initial configuration of the flexible body be denoted 

as configurationO. The current equilibrium configuration, which is generally unknown, is 
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denoted by t+L1t. t denotes the last known equilibrium configuration. The motion of the 

flexible body is illustrated in figure 3. 

x 

Figure 2 Inenial reference frame XYZ and body fixed coordinate system ;llC 

Figure 3 Gross motion of a flexible body. 

Current 
configuration 

The principle of the virtual displacements is used to express the equilibrium of the flexible 

body in the current configuration as 

f (a e)T H"lr '+"'d ='+"'R t+t\t V 
I"/w'y 

(10) 

where the virtual work due to the external forces is given by: 
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I+AIR = f I+Alp (c5h)T I+Alji '+A'dv + 
&··V 

(11) 

In equations (10) and (11) c5h is a vinual variation of the current displacements, i.e., 

c5h = c5 '+&h, while c5 e is the correspondent variation in the vector of infinitesimal 1+& 
strains. Vector 1+& 't' denotes the Cauchy stresses which are measured in the current 

t+At t+Al HAt 
configuration. V. A and p are respectively the volume. area and mass density 

of the flexible body in the equilibrium configuration 1+..11. The vectors of body forces and 
t+& 1+41. • 

surface forces are denoted by fb and f. respectively. 
t+41 t+41 

Equation (10) cannot be solved in the form presented if it is referred to the current 

configuration. which is unknown. However, if the quantities involved in the vinual 

displacement equation are referred to the previously known configuration, then a solution can 

be obtained. In practice, the two candidates for the reference configuration are the initial and 

the previously known configurations. These options lead to total and updated Lagrangean 

fonnulations. In this paper the updated Lagrangean formulation is adopted. 

The Cauchy stresses, that appear in equation (10), are always referred to the 

configuration in which they occur, therefore they cannot be referred to any previous 

equilibrium configuration. The 2nd Piola-Kirchoff stress is the appropriate stress measure that 

is used in this fonnulation. The strain measure must be energy conjugate to the stress 

measure. In this sense the Green-Lagrange strain must be used instead of the infinitesimal 

strains. The left hand side of equation (10) becomes 

f (a 1+&e)T I+AI't' '+A'dv = f (a I+~E)T I+A:S 'dv 
~~ ~ 

(12) 

where '+A:S is the 2nd Piola-Kirchoff stress tensor corresponding to the current configuration 

but measured in the updated configuration. The components of this tensor are: 

I+AIS _ Ip a'hi 1+& a'hj 
, ij - '+Alp a'+&h 't'sr a'+&h 

• r 

(13) 

The variation of the Green-Lagrange strain tensor is denoted by c51+A:Eij . The components of 

the strain tensor are written as: 

1 (a'+&u. a'+Alu. al+Alu al+Alu ) '+&E .. = ____ , + ___ J + ___ k ___ k 

"J 2 alu. alu. a'h. a'h. 
J 1 J 1 

where the vector of displacements I+&U is calculated as: 

'+&U='+A'h-'h 

(14) 

(15) 

It has been shown by several researchers [3,6,16] that referring equation (12) to a 

corotational coordinate system is more efficient than the traditional updated Lagrangean 

fonnulation, in particular if finite elements with rotational degrees of freedom are used to 

discretize the body. For the purpose of the methodology derived here, the corotational 

reference frame is the body fixed coordinate frame ~1l~. Furthermore, let a ghost 
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configuration of the t1exible body (equal to the updated configuration but rotated and translated 

as a rigid body) be associated with the body fixed coordinate frame. The updated ghost 

configuration, presented in figure 4, is referred to as I'. 

Updated equilibrium 
configuration 

Figure 4 Ghost configuration associated with the body fixed coordinate system 

Nygard and Bergan [16] show that the Green-Lagrange strain tensor components '+"':eij 

and the 2nd Piola-Kirchoff stress tensor components '+~Sij measured in the current 

configuration but referred to the updated configuration are respectively equal to the 

components of the same tensors referred to the corotated ghost configuration and expressed in 

the body-fixed coordinate system, i.e., 
l+~£ij=l+~!E~ 

,+A'S .. =,+A, S~. 
1 IJ "IJ 

The strain and stress tensor components are written as: 

1 ((J'+Il1' (J'+lItu' (Jt+ll1u' (J'+A'U' ) '+lIt , ____ u_i + ___ J + ___ k ___ k 

Aj - 2 (J"b~ (J"b' (J"b~ (J"b~ 
J I J I 

'(J'b' (J"b' '+AlS' P i '+A'~ j 
" ij = '+4tp (J'+ll1b' or (J'+4tb' 

s r 

where the displacement vector '+A'U is now defined as: 

,+Alu,=,+A'b' -"b' 

Substituting equations (12) through (19) into equation (10) gives: 

(16) 

(17) 

(18) 

(19) 

(20) 
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At this point let the 2nd Piola-Kirchoff stress tensor be decomposed into 
t+~S' = t' -r' + t'S' (22) 

where t' 'r' is the Cauchy stress tensor for configuration I' and tS denotes the increment of the 

2nd Piola-Kirchoff stress tensor referred to the updated ghost configuration. Similarly the 

Green-Lagrange strain tensor can be decomposed into the sum of a term linearly dependent in 

the displacement increments and a nonlinear term, i.e., 
(23) 

The linear and nonlinear terms are written respectively as: 

, =.!.(K+~l t,eij 2 i) t'b; i) t'b~ (24) 

, - I (au; au; 1 
t,l1ij - 2" i) t'b; i) t'b~ (25) 

where u' is now the increment of displacement, defined as u,=t+&u,_t' u'. 

The strain increments are related with the stress increments by the constitutive equation: 
tS = t'C t,e' (26) 

A constitutive equation nonlinear in the displacement increments leads to equations that have 
no direct solution. An approximate solution is obtained by assuming 6 t,e' = 6 t,e'. In 

addition, an approximate incremental constitutive equation is used: 
t'S' = t'C t,e' (27) 

The equations of motion for the flexible body are obtained by substituting equations (22) 

through (27) into equation (21), i.e., 

I (6 t,eJ t'C t,e/t'dv + I (6 t'l1J t''r' t'dv = t+4tR - I (6 t,eJ t,'r't'dv (28) 
t'V l'V I'V 

The vector of the external forces is given by: 
t+4tR = f "pt+/ltij t'dv + 

I'V 

f t'p t+~~f b t'dv + f t+~~f 5 t'da 
I'V I'A (29) 

where it is assumed that the surface and body forces are independent of the configuration in 

which they are represented, i.e., the loading conditions are independent of the deformation. 

A multi body may experience elasto-plastic deformations of one or more of its 

components. An example of this type of behavior is the structural impact and crash analysis of 
vehicles. For these problems an elasto-plastic constitutive tensor t'C must be used in the 

equation (28). For the description of this tensor assume isotropic hardening and isothermal 

conditions. The material yield condition is wrinen as: 



www.manaraa.com

189 

f( I'r, I'K)= 0 (30) 

where I'r is the Cauchy stress tensor and I' K is the hardening parameter (which is a function of 

the state of strain). Yielding occurs when equation (30) is satisfied. Any further strain 

increment will be partially elastic and partially plastic. These strain increments are related with 

the total strain increment by 

d I,e = d l,eP + d "eE (31) 

Furthermore, let associated plasticity be assumed. In these conditions Zienckiewicz [23] 

shows that the form of the elasto-plastic constitutive tensor is given by 

,C = ,.C' - ,c' a aq a ~ < r ,C'[ H + ( a ~ < r ,c' a ~ < r (32) 

The parameter H is the slope of the plot of the stress versus plastic strain for the uniaxial test if 

the Huber-Von Mises surface is used in equation (30). The constitutive equation obtained in 

this fashion is very similar to the one used in small displacement analysis. 

4 Equations of Motion of a Flexible Body 

In the formulation that follows it is assumed that isoparametric finite elements are used. 

Furthermore, the matrices describing the flexible body are obtained from the assemblage of the 

matrices of each finite element in the standard way. In this sense what follows is referred to 

each finite element. 

Referring to figure 5, the position of a material point included inside the boundary of a 

finite element is written as: 
(33) 

where r is the position of the origin of the body fixed coordinate system 1+l>1(~17') associated 

with the current configuration. In equation (33) A denotes the transformation matrix from the 

body fixed coordinate system to the inertial frame XYZ. Since r and A are always associated 

with the current configuration, the left superscript t+L1t is ignored for simplicity. The position 

of the point relative to the body fixed reference frame (denoted as 1+4t b') can be decomposed 

in: 
1+4Ib' = I'b' + v' (34) 

where v' is the increment in displacement of the point, from the previously known ghost 

configuration to the current configuration. 
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For isoparametric finite elements the coordinates and displacement fields are interpolated 

by the same shape functions. Denoting by t' x' and u' the nodal positions and displacements 

respectively, the position and displacements of a material point in the finite element are given 

by 
t'b=N t'x' 

v'=N u' 

(35) 

(36) 

where N is a matrix of shape functions. Substituting equations (35) and (36) into equation 

(34) gives the position of a material point inside the finite element in terms of the nodal 

displacements and the shape functions as: 
t+4th = r + AN( t' x' + u') (37) 

x 

Figure 5 Position of a point in a flexible body 

Equation (37) can now be used to evaluate the vinual displacement and acceleration of the 

point. Substituting these results into equation (28) leads to the equations of motion for a single 

finite element. For details of this procedure the interested reader is referred to [1]. 

Assembling the finite element contributions to the flexible body equations of motion results in 

[Mrr Mr. Mn][f] [gr] [sr] [0] [0 ° ° ][0] 
M.,. MH M« OJ' = g~ - s~ - ° -° ° ° ° 
Mrr Mr. Mrr ii' g; s; t~F ° ° t~KL +t~KNL u' 

where the coefficients of the mass matrix are given by 

Mrr = I fOp °dv 
·v 

Mr. = -A f °pb' °dv 
·v 

(38) 

(39a) 

(39b) 
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Mrf = A J °pN °dv (39c) 
'v 

M,. = -J °pb'b' °dv (39d) 
'v 

M~f = J °pb'N °dv (3ge) 
'v 

Mif = J °pNTN °dv (390 
'v 

In these equations the left superscript r+M of vector b is omitted for simplicity. Note that with 

the exception of Mrr and Mif the coefficients are not constant because, not only the 

transformation matrix A is not constant, but also the position vector b is evaluated at the 

current configuration. The vector of unknown accelerations is composed by the acceleration of 

the origin of the body fixed coordinate system r, the angular acceleration of I;,,~ denoted by 

w' . and a vector of nodal accelerations with respect to the body fixed coordinate frame,. ii' . 

The right-hand side of equation (38) is composed by a vector of externally applied 

[ T .,T 'T]T T 
forces/moments g, g~ gf • a vector of gyroscopic forces [s; S~T S;T] , and internal 

forces due to the deformation of the flexible body. The vector of the external applied 

forces/moments is evaluated over the updated configuration and it is written as: 

J '+~~f. "da + J 0p '+~fb "dv 
"A ,I'V 

"g = J b' A T '+~~f. "da + J °pb' A T '+~fb "dv (40) 
I'A t'v 

J NT A T '+~~fs "da + J °pNT A T '+~~fb "dv 
t"A I'V 

The vector of gyroscopic forces is written as: 

Aw' W' J °pb' °dv Aw' J °pN °dv 
'v 'v 

s= J °pb' W' w'b' ° dv + 2 J °pb' w'N °dv ii' (41) 
'v 'v J °pNT W' w'b' °dv J °pNT w'N °dv 
'v 'v 

In equation (38) vector u' denotes the increments of displacements from the updated 

configuration to the current configuration. matrices t~KL and t~KNL are respectively the linear 

and nonlinear stiffness matrices, and t~F denotes the vector of equivalent nodal forces due to 

the actual state of stress. These quantities are given by: 

'K J toT C '0 I'd 
t' L = t' L t' t' L V (42) 

t·v 

'K J lOT I' 10 I'd 
I' ~"L = I' :'\1. I,r I' -':L v (43) 

t·v 

,~F = J I~O~ II,!,' "dv (44) 
'·v 
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In these equations t~B~ and t~B~1.. denote the linear and nonlinear strain matrices respectively 

and ,':r' is the Cauchy stress tensor for the updated configuration. It should be noted that the 

reference to the linearity of the stiffness matrices t~KL and t~KNL is related to their relation with 

the displacements. If the constitutive tensor t.e is not linear then both t~KL and t~K!\1.. are not 

linear. 

Equation (38) describes thoroughly the motion of a flexible body. However the form of 

this equation is not efficient for numerical implementation because not only all the quantities of 

the right-hand side are not constant but also the mass matrix is variant. A simpler form of the 

equations of motion for a flexible body is obtained if (a) a lumped mass formulation is used 

and (b) the accelerations ii' are substituted by a vector of nodal accelerations relative to the 

nonmoving reference frame q; [1]. 

The vectors of nodal accelerations can be partitioned into translational and angular 

accelerations as: 

.. , = [;5'] u .. 
0' 

.. , _ [d'] qr -
a' 

The relation between the relative and absolute nodal accelerations for a node k is described by: 

[~:] =[d:] _[AT _(Xk +ak)'][;,J_[a"a,'(Xk +_ak( ~2a,'(6k)'l (45) 

o k a k 0 I 0)'( Ok) 

Evaluating equation (45) for all nodes of the flexible body and substituting into equation (38) 

gives 

t(md') =g, (46a) 
k=1 k 

t[m( x + a)' d'] = g~ 
k=1 k 

(46b) 

MlTq; = g;-t~F - (.~KL +t~K!\1..)U' (46c) 

Equations (46a) and (46b) are the equations of motion for the center of mass of a system of 

particles [1]. Equation (46c) is the equation of motion for the nodes of the flexible body, 

expressed in the body fixed coordinate system. Note that due to the use of the lumped mass 

formulation the mass matrix Mrr is diagonal and written as: 

MIT = Diag(mII.O .. ··,mkI,O, .. ·,mnI.O) 

where mk is the lumped mass of node k. and I and 0 are 3x3 identity and null matrices 

associated with the translational and rotational degrees of freedom respectively. 

Partially Flexible Body 

If the origin of the body fixed coordinate system is coincident with the center of mass of the 

flexible body. equations (46a) and (46b) are the equations of motion of the origin of referencial 
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~ll~. Very often it is useful to locate the origin in some other point of the flexible body. For 

this purpose let it be assumed that the flexible body has one rigid part and one flexible part. 

Let the body fixed coordinate frame be attached to the center of mass of the rigid part as shown 

in figure 6. The flexible part is attached to the rigid part by the nodes that belong to boundary 

\If and the body-fixed coordinate frame is the same for the rigid and flexible parts. 

Current configuration 

Boundary", 

z 

x x y 

Figure 6 Aexible body with a rigid part 

The the Newton-Euler equations of motion for a rigid body are written as 

mr=f 

J'm' = n' - w'Jw' 

(47a) 

(47b) 

where f and n are the external forces and moments applied over the center of mass of the rigid 

pan of the body. Equations (47a) and (47b) can be used instead of (46a) and (46b) provided 

that proper kinematic constraints are introduced between the flexible and rigid parts of the 

body. These kinematic constraints. that only affect the nodes in the boundary \If. are described 

by: 

8' = 8' = 8' = 0' = it = 8' = 0 (48) 

These constraint equations can be applied to the equation (45) for each of the boundary nodes 

and the result introduced into equations (46c) throught (47b) using a Lagrange multiplier 

technique. At a latter step these multipliers are eliminated from the equations of motion [2] 

which results in 

-AM"S 

J' +STM"S 

() 

(49) 
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where M' is a diagonal mass matrix containing the mass of the 11 boundary nodes. Matrices 

::P, S and I are made from (3x3) matrices as: 

~ =[~:] 
(xl+81) 

S= (X2 + 82) 

(xl! + 8l!) 
Vectors C~ and C~ represent respectively the reaction force and reaction moment of the 

flexible part of the body over the rigid part. These reaction force/moments are written as 

C~ = g~-t~F~ - UKL +t~KlI."L)~ 0' - (.~KL +t~KNL)~ 0' (50) 

(51) 

In these equations the subscripts 0 and e refer to the partition of the vectors and matrices with 

respect to the translational and rotational nodal degrees of freedom. The underlined subscripts 

are referred to the boundary nodes between the rigid and flexible parts. For more details on 

the derivation of equations (49) through (51) refer to Ambrosio [2]. 

Equation (49) is the finite element equation of motion for a flexible body. However when 

finite elements with rotational degrees of freedom are used to discretize the flexible body, some 

null elements appear in the diagonal of the mass submatrix M ff • Therefore equation (49) 

cannot be solved explicitly for the accelerations. Three approaches can be used to solve this 

problem. In the first approach rotational inenias obtained by lumping the off-diagonal tenns of 

the consistent mass matrix MIT are used to replace the null coefficients. In the second 

approach a static condensation of the nodal rotational degrees of freedom is used. In a third 

approach the modal superposition technique is used to eliminate the explicit use of nodal 

rotations In what follows, any reference to the use of equation (49) implies the use of the first 

approach. The second and third approaches will be discussed next. 

Static Condensation of Nodal Rotations 

In order to use the static condensation of the rotational degrees of freedom let the nodal 

equations of motion be partitioned into translational and rotational degrees of freedom. The 

relation between the translational degrees of freedom and the rotational coordinates is described 

by 
(52) 

Applying equation (52) to equation (49) results in the equations of motion of the reduced 

system, i.e., without the explicit use of the rotational degrees of freedom. These equations are 

written as: 
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jJil= 
(53) 

Bya proper choice for the location and orientation of the body fixed coordinate system in the 

rigid part of the flexible body, the mass matrix in equations (49) and (53) is turned into a 

diagonal invariant matrix. For this purpose the position of its origin must be coincident with 

the center of mass of the rigid part plus the boundary nodes of the flexible part of the body. 

Furthermore the coordinate system must be aligned with the principal directions of inertia of 

the rigid part plus boundary nodes. 

Modal Superposition Technique 

In order to achieve computational efficiency in the solution of the flexible body equations of 

motion, the modal superposition technique has been widely used [17,18]. This method is well 

suited to reduce the number of degrees of freedom of a flexible body when the mass and 

stiffness matrix are time invariants and the frequency contents of the external applied forces are 
of the same order as the lower natural frequencies of the flexible body. This procedure can 

still be applied for cases where the stiffness matrix shows some level of nonlinearity. Assume 

that the stiffness matrix is decomposed into an invariant matrix and a displacement dependent 

matrix. For cases where the material constitutive tensor is constant (linear elastic material) the 
constant stiffness matrix is I~KL while the displacement dependent matrix is I~KNL' Moreover, 

assume that the first two rows of equation (49) or equation (53) have been solved for rand 

ill'. 

Substituting the relation between the global nodal accelerations and the nodal accelerations 

relative to the body fixed coordinate system, given by equation (45), into the third row of 

equation (49) gives 

Mffu' +1~KL IU' = g;-I~F-I~KI'LU' - fc (54) 

where vector fc represents the inertia forces due to the substitution of global nodal 

accelerations by local accelerations. This vector is written as: 

fc =[M·(ATr-Sill'o~ W2 -2WI8')] 
In this equation WI and W2 are expressed as 

WI = Diag(w',w',.··,w') 

(55) 
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The solution of the eigenproblem, posed by equating the right-hand side of equation (54) 

to zero, is a set of natural frequencies and corresponding modes of vibration for the flexible 

body. The nodal displacements can be expressed as a linear combination of the modes of 

vibration, i.e. 

tu' = Xz (56) 

where X is the modal matrix. The number of modes of vibration envolved in equation (56) is 

nm which is normally much smaller than the number of nodal degrees of freedom of the 

flexible body. Once the modes of vibration are not time dependent, the modal accelerations 

and velocities are given by 

ii' = Xi 

ti'=X:i; 

(57) 

(58) 

Equations (56) through (58) are now substituted into equation (54) and the result pre

multiplied by XT. Using the property of orthonormality of the modal matrix with the mass 

matrix it is found that 

W = XT(g;-t~F-t~K:-.1.u' - f£)- Aw (59) 

where A is a diagonal matrix with the squares of the natural frequencies. Equation (59) is the 

modal equation of motion for the flexible body. The complete set of equations of motion for 

the flexible body is composed by the two first rows of equation (49) and equation (59). 

Application Example 

The problem of a canteliver beam attached to a rigid hub, which is spun up from rest to a 

constant angular speed, is analyzed here. This problem, first proposed by Kane et al. [9] is 

studied in order to show the preformance of the methodologies presented, namely to show the 

difference between the application of the different types of coordinates used to describe the 

deformations of the flexible body. 

The canteliver beam, with a lenght of 10 meter and annular cross section is presented in 

figure 7. The angular speed of the hub is a function of time prescribed as: 

(J)(t)=fl~[t-~~sin(~;)] rad/s O~t~IS 
1 6 rad / s t ~ 15 
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E = 69 10 9N / m 2 
p = 3000 Kg / m 3 

Figure 7 Rotating beam 

The results presented in figure 8 show that if a linear behavior is assumed for the beam, 

i.e., the geometric stiffness is neglected and the deformations are small, the tip displacement of 

the beam with respect to the body fixed coordinates becomes infinite after 7 seconds of 

simulation. If equation (53) is used to represent the flexible body, the results are similar to 

those obtained by Kane et al., i.e., the tip displacement increases while the angular acceleration 

of the hub is increasing. The tip of the beam ends up oscillating about its undeformed position 

after the angular speed becomes constant. 

Both linear and nonlinear simulations were performed on a DECSTA TION 5100 with the 

three forms of the equations of motion previously derived. The different types of equations of 

motion are referred here as: equations with no coordinate reduction for equations (49); 

statically condensed equations for equations (53); and modal equations of motion for equations 

(59). When a linear behavior for the beam was assumed all forms of the equations of motion 

provided the same behavior. When the beam was allowed to show a geometric nonlinear 

behavior the solution of the equations of motion based in the modal superposition had an error 

of 10% relative to the results obtained with the equations of motion with static condensation or 

with no coordinate reduction. The computational time spent to simulate the linear behavior of 

the rotating beam was 13m ISs when no coordinate reduction was used, 13m 56s with static 

reduction of the nodal rotational degrees of freedom, and 15s for the equations of motion using 

the modal superposition. For the simulations of the nonlinear behavior of the beam the 

computational time obtained was 14h 46m, 19h 25m and 15m 12s for each form of the 

equations of motion respectively. 
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Figure 8 In plane displacement of the tip of the rotating beam 
with respect to the underfonned position 

5 Application to a Vehicle Rollover 

The vehicle simulated here is an utility truck. Originally this vehicle did not have any 

protection in case of a rollover. In order to provide that extra protection for passengers. a 

rollbar cage was attached to the chassis of the truck. The model of the vehicle. excluding the 

rollbar cage. consists of the main chassis. the complete suspension system. and four wheels. 

The front wheels are connected to the main chassis by unequal A-anns (double wishbones). 

The rear wheels are connected to the main chassis by semi-trailing anns. Suspension springs. 

shock absorbers. and jounce stops are modeled by point-to-point spring-damper elements with 

nonlinear characteristics. The vehicle model consists of fifteen joint coordinates. equal to the 

number of degrees of freedom of the system. Six degrees of freedom correspond to the main 

chassis. four to the four suspension systems. four to the rolling wheels. and one to the 

steering. 

The roll bar cage is a flexible frame mounted over the chassis to protect the passengers in 

case of a rollover. The actual assembly of the roll bars on the truck is shown in figure 9. The 

rollbars are made of 1025-1030 steel with a yield strength of 30.000 psi. The cross-sectional 

area of each bar is annular with an inside radius of 2.14 cm and an outside radius of 2.54 cm. 
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The finite element model of the cage is composed of 13 beam elements and 12 nodes. In order 

to simulate the attachment of the cage to the chassis, 6 of the nodes are fixed to body 1. This 

leads to a finite element model with 36 degrees of freedom. 

Rollbarcage 

Free nodes • 

Fixed nodes 0 

Chassis 

Figure 9 Rollbar cage and chassis 

A rollover test for the truck was performed by placing the vehicle over a cart moving at a 

speed of 30 m.p.h. and impacting a water filled decelerator system, thereby throwing the truck 

off the cart. The initial roll angle was 23 degrees, and the height of release was 30 cm as 

shown in figure 10. In order to maintain the total kinetic energy of the vehicle approximately 

the same as in the experimental test, an initial speed for the truck at the time of departure is 

assumed to be 25 m.p.h. plus a angular velocity of 1.5 radls in the roll direction. 

In order to evaluate the performance of the methodology described in this paper, the 

results of the simulation are compared against the results obtained using a kinetostatic method 

[15]. Figure 11 shows the vertical displacement of the center of the chassis for both methods. 

In the kinetostatic method only a linear elastic material behavior is considered. For comparison 

the first simulation was run with a similar material behavior for the rollbar cage. A second 

simulation was performed using a material with the yield strength referred above and a 

tangential plastic modulus given as ET =E/l O. 
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Figure 10 Initial position of the truck before rollover 
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Figure 11 Vertical displacement of the center of mass of the chassis 
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These simulations show that both methods predict very similar behaviors within the first 

1.5 seg. when a linear elastic behavior is assumed for the roll bar cage. The height of the 

venical displacement of the chassis for the current method is iower than for the kinetostatic 

method because: some of the energy of the system is dissipated in the vibration of the cage; 

there is inertia coupling between the vehicle gross motion and the cage deformations. Due to 

the extreme nonlinearity of the problem, small initial deviations between the results yield quite 

different motions after the initial period. When an elasto-plastic behavior is allowed the motion 

of the vehicle is, as expected, completely different from that of the kinetostatic method. 

6 Conclusions 

In this paper a methodology for the analysis of structural elements undergoing nonlinear gross 

motion and nonlinear deformations was presented. It was shown that the use of multibody 

dynamics together with the finite element method provides a powerful tool to study problems 

where the nonlinear behavior of the flexible elements is relevant for the system behavior, such 

as structural impact and crashworthiness. 

It was shown that the three forms of the equations of motion for flexible bodies presented 

in this paper provide similar results if the structural behavior of the flexible components of the 

system are linear elastic. The use of static condensation to eliminate the nodal rotational 

degrees of freedom has the same computational cost of not using any reduction at all. The 

main reason is that the condensation of nodal rotations requires the assembly of the stiffness 

matrix and the inversion of its sub-matrices. If no coordinate reduction is performed, there is a 

larger number of coordinates to integrate. However no assembly of the stiffness matrix is 

required. Clearly the use of the modal superposition is the cheapest. This is because not only 

the assembly of the stiffness matrix is dispensable but also the number of coordinates to 

integrate is much smaller than with any of the other forms of the equations of motion. A 

similar relation for the computational costs is observed when the rotating beam is allowed to 

exhibit a nonlinear behavior. 

For problems that exhibit a strong nonlinear behavior, as in the case of crashworthiness, 

the number of nodal coordinates cannot be reduced using the modal superposition. However 

the application of the present methodology to the rollover of the truck show that tthe use of 

equations (49) and (53) provide good results. Comparing the results obtained with the present 

method and the kinetostatic method shown the relative importance of the inertia coupling 

between the gross motion and the structural deformations for the behavior of the system. 
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Multidisciplinary Simulation 

Martin Otter 

Gennan Aerospace Research Establishment (DLR), 8031 Oberpfaffenhofen, Gennany 

Abstract: A new approach is described for multidisciplinary simulation, i.e., the simulation 

of models, which consist of components from different engineering disciplines. The central 

part of this approach consists of the definition of a neutral (low level) interface for general 

event-driven ordinary differential equations and differential algebraic equations, called 

DSblock (= Dynamic System block). Several preprocessors have been realized that generate 

DSblocks from models of existing modelling environments from different domains. 

Furthermore a run time environment is available to simulate DSblocks in an interactive way. 

Keywords: multidisciplinary simulation / simulation language / multibody / control 

1 Introduction 

This paper deals with the multidisciplinary simulation of dynamic systems, i.e., with the 

simulation of systems consisting of components from different domains, which are connected 

together in such a way that the overall behavior of the system is strongly influenced by the 

interaction of all components. The system performance shall be analyzed by dynamic 

simulation and components shall be developed using simulation as a basic design tool. 

The simulation of systems like robots, vehicles or satellites requires for example the 

modelling of multi body systems, of electronic circuits, of control system devices and of other 

physical effects such as friction, backlash or heat transfer. If one of these effects is neglected 

in the model, realistic simulations of the system are often not possible. 

A wide variety of commercial programs are available, which allow a comfortable and 

detailed modelling as well as simulation of systems from usually one specific domain as 

shown by the following examples: 

Mechanical systems can be easily modelled via multibody programs like DADS [1], 

NEWEUL [2], SD-EXACT/SD-FAST [3,4], Simpack [5], which allow a "natural" 

specification of the system, e.g., by definition of "rigid bodies," "deformable bodies," 

"joints," and "force-elements." The most difficult and most challenging part of such 
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programs consists of a formalism for building the differential or differential-algebraic 

equations from the model description. 

Electronic circuits can be easily modelled via SPICE [6] or one of its derivates such as I-G 

SPICE [7], DELIGHT. SPICE [8], since these packages allow a "natural" specification of 

electronic circuits, e.g., by definition of "resistors," "capacitors," and "MOS-transistors" 

together with a connection structure. These programs have a lot of know-how in form of large 

libraries of electronic components consisting of mathematical models of different complexity, 

the ability to model the connection of a large number of such components and the numerical 

treatment of the specific differential algebraic equations appearing in the overall model. 

Control systems can be easily modelled via a graphical block diagram editor with linear 

and non-linear function blocks, such as EASY-5 [9], Prosign [10], SimuLink [11] or 

SYSTEM_BUILD [12], since a block diagram is the basic abstraction mechanism of control 

theory and therefore reflects directly the user's view. 

Physical effects described by mathematical equations which may have discontinuities 

defined by time or state events, can be easily specified using a general purpose simulation 

language such as ACSL [13], or one of the more restricted languages such as Desire [14] or 

Simnon [15], since these languages allow a natural definition of event-driven differential 

equations or at least of sampled data systems. Model equations can be given in any order, 

because a sorting algorithm will transform them into a correct (causal) sequence. 

All of the mentioned excellent software packages have the disadvantage, that it is difficult 

or impossible to model components which are not in the single domain, the package was 

designed for. For example, ACSL or SYSTEM_BUILD are not suited to model (directly) the 

dynamics of a 6 degree of freedom robot, since the equations of the robot are required as 

input to these programs and the main difficulty consists in the determination of these 

equations. However, this task can be easily solved by multibody programs. On the other 

hand, there is no multibody program available that would allow the simulation of mechanical 

systems including discrete components, such as a controller realized by a microprocessor. 

However, the simulation of continuous and discrete elements together is an easy task for 

ACSL or SYSTEM_BUILD. Furthermore it is noteworthy that most general purpose 

simulation languages are only able to deal with explicit differential equations. In engineering 

disciplines like mechanics, electronics or hydraulics, systems are often described in a natural 

way by differential-algebraic equations. In such a case, these general packages are only 

applicable if it is possible to transform the original problem into a problem containing explicit 

differential equations only. 

To summarize, multidisciplinary simulation becomes more and more important for 

advanced products, but there is no software package available yet for this task. Is it possible 

to change this situation? A straightforward solution like the development of a new software 

system from scratch which has the same modelling capabilities as several commercially 
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available domain specific modelling environments together, seems unreasonable. In the next 

section, a pragmatic solution to this problem is given by enhancing existing modelling 

environments by code generators, which generate the model equations of the environments in 

the same neutral (low level) format, and by supporting the connection of models described in 

this format. Another very promising approach is based on the usage of an object oriented 

modelling language like Dymola [16,17,18] or Omola [19,20]. Such modelling languages 

support the definition of libraries of domain specific components that can be connected 

together according to the physical type of connection (traditional simulation languages like 

ACSL or Desire do not have this ability). However, it will take some more time to develop 

domain specific libraries which do have modelling capabilities similar to programs like DADS 

or SPICE. 

2 Multidisciplinary Simulation by Sharing Models of Existing 
Modelling Environments 

In the ANDECS-project of the DLRl, the following approach was developed to make 

multidisciplinary simulation available (see Figure 1): 

model 
export 

model 
import 

Dymola 

ACSL 

model libraries for 

mechanics 
electronics 

multibody 

Figure 1. Multidisciplinary Simulation 

modelling 
environments 

neutral 
model bus 

simulation 
environments 

ANDECS stands for Analysis and Design of Controlled Systems. ANDECS is developed by Prof. G. 
Grubel and his group at the DLR. 
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1. Neutral DSblock-interface: 

Modelling and simulation are separated into two distinct parts of the software. The 

interface between these two parts is defined by a neutral description of input/output 

blocks, which are realized as Fortran-subroutines with defined formal arguments.2 A 

block of this type is called DSblock (= Dynamic System Block). A DSblock allows the 

description of generic, time-delayed, time-, state-, and step-event dependant explicit 

ordinary differential equations, differential-algebraic equations and overdetermined 

differential algebraic equations. The latter equations appear if a higher index differential 

algebraic equation is transformed to an index 1 equation. A DSblock is general enough to 

describe all models of the software packages mentioned in the introduction. 

2. Exporting DSblocks: 

Existing modelling environments like ACSL or Prosign are enhanced by a code generator, 

which generates models of the environment in the standardized DSblock format. 

Numerical programs like Simpack are enhanced by a subroutine layer in the DSblock 

format, which allow the calling of the software package at specific time instants to 

calculate the right hand side of the differential equation. 

3. Connecting DSblocks: 

The DSblock interface definition supports the connection of different DSblocks by calling 

the subroutines of the corresponding DSblocks in a specific order. This allows the 

generation of one DSblock as a connection of several other DSblocks, which have been 

generated by different existing modelling environments. In this way, models of 

e.g. the multi body program Simpack and the general purpose simulation language ACSL 

can be connected together. 

4. Importing DSblocks: 

Since the DSblock definition is neutral and realized as a set of Fortran-subroutines, a 

DSblock can be incorporated, at least in principle, in every simulation environment that 

supports the calling of Fortran subroutines. In the ANDECS-project, a specific run time 

environment was realized [21,22], which allows the simulation of every model that can be 

described as a DSblock. In particular, differential algebraic equations and overdetermined 

differential algebraic equations can be simulated. However, as noted before, a DSblock 

can be used in other existing simulation environments as well. 

The described approach has two main advantages: First of all, it makes multidisciplinary 

simulation available now at a reasonable cost. Second, models of a specific modelling 

environment can be used in other environments as well, which broadens the scope of 

previously closed simulation packages. It is not always possible to realize a DSblock interface 

with reasonable effort. For example in systems like DADS or SPICE, integrators are used that 

2 The DSblock definition was designed in such a way that a C-interface can be directly derived from the 
Fortran-interface. 
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make use of the special structure of the specific fonnulation of the model equations. Solver 

and right hand side computation are related so closely that it is difficult to extract the pure 

model equations. 

Models described and realized according to the DSblock definition can be used in the 

following applications: 

• A complete model is described by one DSblock. The DSblock can be simulated in 

different simulation environments, e.g., in a specific real-time system. 

• Several models are described by different DSblocks, which are connected together at 

compile time to fonn a new DSblock. This situation happens if parts of a model are 

generated by different modelling environments. For example a robot with elastic bodies is 

modelled by Simpack, and the digital controllers are modelled by ACSL. 

• Several models are described by different DSblocks, which are connected together at run 

time. This situation happens if fast experimenting is desired, e.g., to examine different 

connection structures or to simulate the same system with models of different complexity. 

If an appropriate graphical user interface is provided, this can be a convenient way to 

perfonn simulations. 

3 Generating DSblocks From Existing Modelling Environments 

Several existing modelling environments have already been enhanced by DSblock code 

generators. In particular, these are: 

ACSL A general purpose simulation language.3 

Dymola An object oriented modelling language.4 

Prosign A block-oriented graphical modelling and simulation system.5 

Simpack A general purpose numerical multibody program. 

Code generators for other environments are in discussion. The DSblock interfaces of the 

mentioned modelling and simulation environments are described in more detail below. 

ACSL [13] has become a de facto industrial standard for simulation languages. It allows 

a descriptive fonnulation of differential and difference equations and supports a simple type of 

model libraries via a macro mechanism. Under contract of DLR, a compiler was written by 

Dr. I. Bausch-Gall (Bausch-Gall GmbH, Munich), and Prof. F. Breitenecker, A. Prinz, G. 

Schuster (Technical University of Vienna) to generate a DSblock from any ACSL-model of 

level 10. The compiler is written in C using the parser generator QPARSER+ from QCAD 

Systems.6 A few language elements have been added to ACSL, to allow the definition of 

3 ACSL = Advanced Continuous Simulation Language is a product of Mitchell & Gauthier Associates. 
4 Dymola of Hilding Elmquist will be commercially available from DynaSim AB in the near future. 
S Prosign is distributed by R&O. Germering. Germany. 
6 QPARSER+ is much more powerful than yacc. 
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ACSL-variables which are used as input and output signals for the corresponding DSblock. 

All these language elements start with an ACSL comment character, so that models containing 

them can also be conveniently simulated in the ACSL run time environment. 

Dymola [16,17,18] is an object oriented simulation language for modeling of large 

continuous systems. The language supports the building of domain specific model libraries. 

Models are hierarchically decomposed into submodels and can be connected together 

according to the physical coupling of the components. This is possible due to the existence 

of two features: First of all, Dymola determines by itself whether a variable is an input or an 

output signal for a model-block and transforms the model equations symbolically if needed. 

Second, variables can be defined as "across"- and as "through"-variables having different 

semantics when used in a connection. Dymola can handle explicit differential equations as 

well as differential algebraic equations (DAE). Higher index DAEs are handled by 

differentiating specific parts of the model equations symbolically according to the Pantelides 

algorithm [23]. Dymola is a modelling language and does not have a run time environment 

of its own. At present, Dymola generates code in the ACSL, Desire, Sirnnon, Simnon

Fortran and DSblock-Fortran format. The last feature, generating a DSblock from a Dymola

model, was realized by Dr. H. Elmqvist very recently. The DSblock-generation, as well as 

the others, are directly implemented in the Dymola package, using the internal data structure 

of Dymola as a starting point. 

Prosign [10] is a graphical block-oriented simulation system for control and process 

models. It allows the graphical definition and connection of hierarchically decomposed 

input/output blocks. Simulations are defined directly on the graphical model definition. By 

clicking on a connection, the corresponding variable is plotted on-line during the simulation. 

Since model equations are evaluated in an interpretive fashion, simulations are slow in 

comparison with a simulation system such as ACSL that uses compiled models. However, 

the user interface is much better. Under contract of DLR, Dr. Linssen (Linssen & Beese, 

Fi.irth, Germany) realized a code generator that produces DSblock code from the internal 

description of a Prosign model. 

Simpack [5] is a numerical general purpose multibody program of the MAN

corporation. Simpack supports the modelling and simulation of rigid and deformable bodies 

that are connected together by joints into a tree or a closed loop structure. Simpack force 

elements may depend on time or state events to allow the description of discontinuous 

components. A multibody system is described in a specific syntax on a file which is read, 

before a simulation starts. Under contract of DLR, W. Rulka of MAN and M. Otter of DLR 

realized a subroutine interface for Simpack in the DSblock format. In particular, the right hand 

side of the differential equations or differential algebraic equations of a Simpack model are 

computed by a call of the corresponding DSblock subroutine. 
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4 The Neutral DSblock Model Description 

A DSblock describes an input/output "block" of a general nonlinear dynamic system in a 

neutral way. DSblocks are mathematically described by explicit ordinary differential equations 

(ODE), differential-algebraic equations (DAE) or overdetermined differential-algebraic 

equations (ODAE). Furthermore, a general event handling mechanism allows the treatment of 

discontinuous equations or equations with varying structure. A DSblock is depicted in 

Figure 2 and consists of: 

• Internal signals x(t), i.e. state (ODE) or descriptor variables (DAE/ODAE). 

• Input signals u(t), which can be used to connect different DSblocks together or which 

allow the definition of specific time signals at run time. 

• Output signals y(t), which can be used to connect different DSblocks together. 

• Indicator signals z(t). The zero crossing of indicator signals define the occurrence of state 

events, at which the structure of the system may change. 

• Auxiliary signals w(t), i.e., "interesting" internal signals not to be used for other 

purposes. Signals w are computed and stored at communication points only. 

• System constants p of type double precision, integer or logical which can be modified at 

run time before a simulation starts. 

• Additional data on a file or on a database to characterize a specific model of a DSblock. 

• A mathematical description to compute both internal signals and output signals from input 

signals, parameters, and initial conditions of the internal signals. The description may depend 

on time-, state- or step-events, i.e. a dynamic system can be of a variable structure. A time 

event is defined by a predefined time instant, a state event is defined by the zero crossing of 

an indicator signal z(t), and a step event is defmed by any condition to be checked after each 

completed internal step of the integrator.7 

u(t) 

p= initial 
const. conditions 

DSblock yet) 

_ ~ w(t), x(t), z(t) 

data from file or 
from database 

Figure 2. Structure of a DSblock 

7 Step events can be used to switch efficiently between two sets of state variables, if neither of the two sets 
is an appropriate description in the whole solution space. E.g., two different 3-parameterizations of a 
direction cosine matrix in multibody system dynamics. 
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A DSblock is realized by a subset of at most 11 Fortran subroutines with fixed interfaces 

but arbitrary (user defined) subroutine names. The structuring of the model is done according 

to the CSSL-standard. The following subroutines can be provided: 
blockB Defme a new model of a DSblock and initialize it (e.g., define type of system, 

define names of signals, read model data from me or database). 
blockC Close a model of a DSblock (e.g., close mes, free storage). 
blockF Compute right hand side f of an ODE, residuumf of a DAE or residuafl, ... ,jS of 

an ODAE (see below). 
blockG 
blockH 
blockJ 
blockK 

blockP 
blockS 
blockT 
blockV 

Compute output signals y(t). 
Compute indicator signals z(t). 
Compute Jacobian matrix.8 

Compute auxiliary signals w(t). 

Check the consistency of system constants p after interactive modification. 
To be called before integration starts (initial section). 
To be called after integration ends (tenninal section). 
To be called after a time-, state- or step-events occurred (discrete section). 

The details of the interface definition are given in Reference 24. The splitting of the 

computational part of the model into 5 subroutines blockF, blockG, blockH, blockJ and 

blockK is motivated by the fact that the tasks of these subroutines have to be performed at 

different time instants and in different order, depending on the integration method used and 

whether a single DSblock or several coupled DSblocks are simulated. 

The following mathematical descriptions of DSblocks are supported: 

I. Explicit ordinary differential equations (ODE): 

dxldt f (t, x(t), u(t), p) 
y = g (t, x(t), u(t), p) 
z = h (t, x(t), u(t), p) 

2. Differential-algebraic equations (DAE): 

o f (t, x(t), dx(t)ldt, u(t), p) 
y g (t, x(t), dx(t)ldt, u(t), p) 
z h (t, x(t), u(t), p) 

It is assumed, that the DAE has an index of 0 or 1. That is, it must be possible to solve 

fand dfldt (locally) for dxldt = f(t,x(t),u(t),p). 

3. Overdetermined differential-algebraic equations (ODAE): 

dxjldt = fz (t, Xj(t), X2(t), x3(t), u(t), p) 
o = h (t, Xj(t), X2(t), X3(t), u(t), p) 
o = f3 (t, Xj(t), X2(t), x3(t), u(t), p) 
o = f4 (t, Xj(t), u(t), p) 
o = f5 (t, Xj(t), u(t), p) 
y = g (t, Xj(t), x2(t), x3(t), u(t), p) 
z = h (t, Xj(t), X2(t), X3(t), u(t), p) 

8 Subroutine blockJ has only to be provided if an analytically derived Jacobian and not a numerically 
computed Jacobian should be used. 
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here dh1i)x2 and df31i)x3 have to be nonsingular, fJ = dfidt, andf5 has to be an integral 

invariant of fJJ2J3' i.e., every exact solution of the ftrst 3 equations must fulftll the last 

equation. Technically speaking, vector x2 contains algebraic index-l variables, which are 

completely determined by fz. Vector x3 contains index-2 variables, which are determined by 

eitherfJ orf4. Finally f5 is a constraint that appears, when the original differential algebraic 

equation is reduced to a lower index form. 

There are a substantial number of naturally occurring practical problems, e.g. in 

multibody systems with closed loops or in transistor models of electronic circuits, which lead 

to DAEs with an index greater than 1 and can therefore not (directly) be solved by standard 

DAE-solvers such as DASSL [25,26]. DAE-systems of this type can be reduced to an index-

1 DAE by analytically differentiating speciftc parts of the original DAE according to the 

algorithm of Pantelides [23]. The resulting equations form an overdetermined set of 

differential-algebraic equations (= ODAE). Multibody systems are an important application of 

ODAEs. Here: 

h Dynamic equation. 
h Friction equation, if friction force depends on constraint force. 
h Constraint equations on acceleration level. 
f4 Constraint equations on velocity level. 
fs Constraint equations on position level. 

ODAE-equations can be either solved directly by an ODAE-solver like ODASSL of FUhrer 

[27,28,29] or can be transformed to an index-I DAE by introducing "dummy" derivatives as 

proposed by Cellier/Elmqvist [17] and MattssonlSOderlind [30]. In the latter case, the 

derivatives of some variables are considered to be new variables9 to get a system with an 

equal number of equations and unknown quantities. 

The DSblock formulation of an ODAE-system was chosen in such a way that several 

interesting solution strategies of available solvers can be carried out with the same model. 

For example, there exist ODAE-integrators, like MEXX of Lubich [31], which solve directly 

an index-2 ODAE. Such solvers do not need equationfJ. On the other hand, it is possible to 

use an index-I DAE-solver like DASSL to simulateh,h,h, neglecting equationsf4,fs, if 

the length of the simulation is sufftciently short and if the initial conditions fulftll f4,fS' 

Finally, DASSL can also be used to solve an index-2 DAE described by equations h,h,f4' 

provided the stepsize control on the index-2 variables x3 is turned off, i.e. the absolute and 

relative tolerances of these variables are set to a large value. 

To summarize, the ODAE-formulation in the DSblock interface is of a more experimental 

nature, since the current research on the numerical solution of practical applications of higher 

index DAE-systems has not yet reached the same level of maturity as for ODE or index-I 

DAE systems. 

9 The fact that a new variable A is the derivative of a variable B is ignored by the solver. 
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5 The ANDECS Simulation Environment for DSblocks 

As already mentioned, a DSblock can be used in any simulation system that allows the calling 

of Fortran subroutines. In the ANDECS-project of the DLR, a specific simulation system for 

DSblocks was realized. ANDECS [21,32,33,34] is developed at the DLR on the basis of the 

engineering database system RSYST [35] of the University of Stuttgart. A preliminary 

version of ANDECS is already operational and utilized in actual projects at the DLR and some 

other institutions. 

ANDECS is conceived to be a powerful and flexible environment for the analysis and 

design of controlled dynamic systems. Major components of ANDECS are: 

Basic Methods Basic mathematical methods like matrix computation using the Matlab 

syntax, interpolation of signals or root fmding of nonlinear functions. 

Linear Methods Analysis and design methods for linear dynamic systems like linear 

simulation, calculation of poles and zeros, pole placement, LQG or Hoo. 

Simulation 

Optimization 

Visualization 

Simulation environment for (parameterized) DSblocks (see below). 

Models can be linearized for use with the "Linear Methods." Stationary 

points of DSblocks can be calculated by use· of a nonlinear 

equation solver. 

Multi-objective parameter optimization and trajectory optimization. 

Every analysis or design method of ANDECS as well as user defined 

analysis methods can be used to calculate the optimization criteria. The 

design history is recorded on an automatically evolving database, 

allowing new design directions to be started from the actual or from past 

design steps. 

Standard diagrams like 2-D line, Bode, Nyquist and root locus 

diagrams. Higher dimensional data, e.g., the n-dimensional criteria 

space, are visualized by parallel coordinate. 

Before simulations of DSblocks can be carried out, the desired DSblocks must be 

introduced to ANDECS by a configuration module. This module generates a file which has to 

be compiled together with the corresponding DSblock subroutines. After a new binding run, 

the defined DSblocks are available in the executable image and can be simulated in the 

ANDECS simulation environment. Since any number of DSblocks can be kept in the 

executable image simultaneously, on-line switching between design alternatives or system 

representations of various complexity is possible. 

The result of a simulation experiment is a set of computed signals, which are automatically 

stored in a database as "signal objects" The "signal objects" can be visualized by different 

graphic modules. All input data of an experiment, e.g., integration method or length of 
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communication interval, are stored in the database as well. Therefore every simulation run is 

completely documented and reproducible by the data stored in the database. 

The ANDECS simulation environment uses well-tested numerical integration routines 

from various sources. Presently the following solvers are provided: 

DEABM Multistep solver of Shampine/Gordon/Watts [36,37] for non-stiff and 

moderately stiff ODEs. 

LSODE 

LSODAR 

Multistep solver of Hindmarsh [38] for stiff and non-stiff ODEs. 

Multistep solver of Petzold/Hindmarsh [39] which switches automatically 

between a non-stiff and a stiff integration algorithm along with solution. 

LSODAR also provides a root finder. 

RK45n8 Runge-Kutta-Fehlberg solvers of Kraft /FUhrer of orders 5 and 8 with variable 

step size using the Prince-Dormand coefficients according to [40]. 

DASSlJRT Multistep solvers of Petzold [25] for DAEs (DASSL) and for DAEs with root 

finder (DASSLRT). 

ODASSlJRT Multistep solvers of FUhrer [29] based on DASSLIDASSLRT of Petzold for 

ODAEs (ODASSL) and for ODAEs with root finger (ODASSLRT). 

MEXX Extrapolation solver of Lubich [31] for a restricted class of index-2 ODAEs 

(equations!z andi3 of the ODAE are not supported). 

There are a wide variety of options available to define a simulation experiment. For 

example, the communication time grid can be defmed as an equidistant grid (defined by initial 

time, end time, communication stepsize), as an arbitrary user defined grid (defined by a vector 

of monotonically increasing time instants) or as an automatic grid (the internally used variable 

step size of the integration method is used as step size of the communication grid). 

In connection with the "optimization" part of ANDECS, the simulation module can be 

used to calculate criteria in multi-objective parameter optimization and trajectory optimization. 

In this case, the parameters of a DSblock can be used in a parameter optimization, and the 

input signals of a DSblock can be determined by trajectory optimization. The structure of 

such an optimization together with a hardcopy of a typical ANDECS screen are depicted in 

Figure 3. Note that the ANDECS modules are independent since they communicate with each 

other via a fast RSYST database only. The RSYST macro language allows the realization of 

computational sequences of several modules. 

6 Summary 

In this paper, a realistic approach to make multidisciplinary simulation available was 

described. Modelling and simulation are separated into two distinct parts. The interface 
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Figure 3. Multi-Objective Optimization within ANDECS 

between these two parts is defined by a very general, neutral, low level description of 

dynamic systems, called DSblock. Some important modelling environments have already 

been enhanced by code generators, which generate models of the environment in the 

standardized DSblock format. DSblocks originating from different modelling environments 

can be connected together to form a new DSblock. DSblocks can be simulated in the 

ANDECS environment or in any other simulation environment that allows the calling of 

Fortran subroutines. 
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Abstract: Recent developments in the field of computer methods in rigid-flexible multibody 

dynamics have been considerable, and have evolved due to the progress of numerical methods 

and computer technologies. 

In this paper, formulations for the dynamic analysis of mechanical systems composed of 

rigid and flexible bodies are reviewed. Reference and relative kinematics are discussed. The 

equations of motion are derived using Lagrange multipliers techniques and relative joint 

velocity methods in order to reduce the number of rigid body and elastic coordinates of the 

system. An integrated simulation methodology is proposed where all the necessary interface 

data is generated to carry out a static stress model analysis of the individual bodies using in

house software or commercially available codes. Additional functions of stress history 

evaluation or stress detailing for fatigue design of complex geometries are presented. 

One example of an off-road vehicle is presented where the main body is assumed to 

be flexible. 

Keywords: rigid-flexible mechanisms / multi body dynamics / relative coordinates / finite 

elements I modal analysis I vehicle simulation and design I structural dynamics 

1 Introduction 

The dynamic analysis of rigid-flexible mechanical systems has received considerable attention 

during the last decade. The interest in this area is due to the need to design systems with 

interconnected rigid and flexible components. 

The requirements for efficient mechanisms to work under increased loads and high speeds 

has been a major incentive to develop mathematical models of flexible mechanisms that 

accurately predict behavior. Such systems playa major role on the design of machines in 
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general and in the aeronautics, space, vehicle and robot industries, where increasingly lighter 

components are required to operate under extreme conditions. 

This field of study plays a major role in the process of simulation of large-motion global 

dynamics coupled with the structural behavior of the different mechanical systems 

components and provides the framework for a simultaneous assessment of the dynamics as 

well as the strength, fatigue and other related topics in the more conventional structural 

design areas. 

In fact, the dynamic behavior determines reaction forces histories which determine the 

behavior of the structural components which, in turn, influences the dynamics of the 

mechanical systems. Unfolding of satellite structures, accurate robot positioning, ride 

stability and ride comfort of vehicles are typical examples of the importance of these 

coupling effects. 

Much of the work so far has dealt with formulations that allow an automatic generation of 

the dynamic equations of complex rigid-flexible mechanisms. The dynamic analysis of such 

systems can be very expensive. However, by careful formulation of the problem 

considerable efficiency can be gained so that many complex mechanisms can be simulated 

today using modem computer resources which are now available at reasonable costs. 

The major difficulties associated with the analysis of rigid-flexible systems are: 

- The coupling of large rigid body motion with the displacements describing the 

flexibility effects; 

- The problem is highly non-linear; 
- Considerable increase in the problem size due to the addition of the extra flexible 

degrees of freedom. 

Each one of these aspects have been addressed using different methods: substructuring 

techniques well developed in structural dynamics have been used to reduce the size of the 
problem [30]; using modal analysis methods, it is possible [7, 10] to transform the nodal 

elastic coordinate .space in the modal coordinate space by retaining only the more relevant 

modes; [mally, the inertia coupling between the large rigid body motion and the elastic 

deformation of flexible bodies depend mainly on the choice of body fixed coordinate systems 

and on the reference conditions for the elastic coordinates. The inertial coupling of large body 

motion and flexibility effects is strongly dependent on the selection of these reference 

conditions as will be shown later. 

Some authors [24, 27] recognize the potentiality of the [mite element method to model the 

structural behavior of mechanical linkages treating the total mechanisms displacements as the 

primary unknowns in the dynamic equations of motion. These methods have been extended 

to generalized finite element formulations [32, 6] where the geometric description of the 

deformation uses an updated lagrangean formulation with a reference condition corresponding 

to rigid body motion. Homogeneous transformations describe the kinematics of the system 
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and the coupled rigid elastic equations of motion are derived from the lagrangean of 

the system. 

Approaches on absolute coordinates are more straightforward to develop allowing 

relatively simple implementations on already existing rigid body cartesian coordinate based 

formulations [4, 29]. In this approach connectivity between different bodies is described by 

using a set of non-linear algebraic constraint equations which are adjoined to the system 

equations of motion using lagrange multipliers techniques. These types of formulation have 

the advantage of an easy implementation of different types of joints and actuators and user 

defined driving and forcing functions. 

Other formulations use relative joint coordinates to establish a minimum number of 

generalized coordinates [25, 5]. Recursive formulations for flexible multibody systems using 

relative joint coordinates have also been developed [28, 15]. These formulations seem to be 

well suited for implementation in parallel computer platforms since the recursive reduction 

procedure can be carried out independently along each open-loop chain. 

The present paper reviews absolute coordinates and derived methods using a minimum 

number of equations of motion for spatial flexible multibody systems. Absolute and relative 

kinematics are developed using absolute and relative joint coordinates. 

Computer algorithms are discussed and an example of a flexible vehicle is presented and 

the results are discussed to illustrate computational efficiency and how the results can be used 

in the design for fatigue and strength of the vehicle structure. 

2 Rigid Body Dynamics 

The constrained motion of mechanical systems is often modeled by the Lagrange second order 

differential equation [20] 

(1) 

If the kinematic constraints for the kinematic joints are expressed in algebraic form 

cl»{q} =0 (2) 

then the first and second time derivatives of the constraints can be written as 

(3) 
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and 

(4) 

where M is the nc x nc mass matrix; 

q is the nc generalized coordinate vector; 

A. is the n, Lagrange multiplier vector; 

Q is the nc generalized force vector; 

<I> q is the n, x nc jacobian of the constraints. 

The overdots refer to time differentiation and nc and n, are the number of system 

generalized coordinates and the number system constraint equations respectively. Equations 1 

and 4 are a mixed set of differential algebraic equations which have to be solved and 

integrated with respect to time. 

These equations can be transformed into a smaller set using a joint velocity transformation 

[21] which projects the cartesian velocities in the space of a minimum number of joint 

velocities. Let us define ~ as the vector of joint velocities. For any open-loop system a linear 

relation can be established 

q=B~ (5) 

Differentiating Equation 5 with respect to time 

(6) 

and substituting Equation 5 into Equation 3 

(7) 

Equation 7 shows that if the joint velocities are independent, B is orthogonal to <I> q. 

Substituting now Equation 6 into Equation I and premultiplying both sides by BT, the 

corresponding equations of motion can be written in terms of ~ as 

M~=f (8) 

where 

M=BTMB 

f=BT(g-MB~) 
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Equation 8 is then used with great advantage and efficiency as compared to the previous 

formulation using Equations I and 4. 

3 Reference Kinematics 

It has been shown [25] that the configuration of a deformable body in a multibody system can 

be described by a set of global reference coordinates and local elastic coordinates. 

First we must consider an appropriate representation of finite rotations in the 3D space. 

Several techniques have been presented in the literature, such as three independent Euler 

angles, four dependent Euler parameters or four dependent Rodrigues parameters. The last 

two representations are more appropriate to computational implementation avoiding the 

problem of singular positions and transcendental functions evaluation. 

Assume an inertial set of axis XYZ and a second set XiyiZi associated with body i and 

fixed to it in the undeformed state. The reference generalized coordinates of body i are 

(9) 

where ri is the position vector of the set of axis XiyiZi and pi a set of rotational parameters 

describing the orientation of body i in the reference inertial frame. 

Consider now that body i is flexible and is discretized into [mite elements. From Figure 

1 the reference position of an arbitrary point pij on the element j of body i can be written as 

El ement j 

y 

x 
Figure 1. Generalized Reference Coordinates 
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(10) 

where ri is the global position of the ith body coordinate system relative to the global inertial 

frame XYZ, uij is the position vector which describes the motion of point pij in the body 

coordinate system, and Ai is the transformation matrix from the ith body coordinate system to 

the global inertial frame of reference. This transformation matrix is written in terms of 

orientational parameters pi. 
Differentiating Equation 10 with respect to time, one obtains 

(11) 

(12) 

where (j)i is the angular velocity of body i expressed in the body attached frame and fiij is a 

skew-symmetric matrix given by 

(13) 

in which Ux,Uy, and Uz are the components of the vector oiJ 

Equation 12 represents the velocity of point pij given as a function of position, 

translational and rotational reference velocities, and relative velocity liij. 
Vector uij may be written as 

(14) 

where u~ is the undeformed position of point pij, &ij is the vector of nodal elastic 

coordinates, and Nij is the modified shape function matrix resulting from the transformation 

of the element to the body coordinate system. 

It is now possible to rewrite the global velocity of an arbitrary point on the jth [mite 

element of a flexible body i as follows 

(15) 
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The spatial kinematic relationships given by Equations 10 and 15 can be used to define the 

global position and velocity of an arbitrary point pij 

4 Constraint Equations 

In this section the nonlinear constraint equations for different kinematic joints between flexible 

bodies is described. These equations will be considered together with the dynamic equations 

of motion of flexible bodies using a Lagrange multiplier technique. 

4.1 Spherical Joint 

Consider two bodies i and j connected through a spherical joint in a common point k, as 

illustrated in Figure 2. 

x 
y 

Figure 2. Spherical 10int 

The vectorial equation which forces point k to be coincident in both bodies at all times is 

written in the form 

(16) 

where s';, s'i are position vectors of point k in both bodies i and j respectively; 

Ai, ~ are transformation matrices from the body coordinate systems to the global 

inertia frame. 
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If both bodies are flexible S'i, s'i depend on the generalized elastic coordinates implying 

that these vectors have to be calculated at each time for each deformation state. 

The previous equation must be then written in the form 

(17) 

where S~i, s~i correspond to the position vectors of point k in the undeformable state; 

3~, 3i are the elastic deformations of the connection node at point k of body i and 

j, respectively. 

This joint has three algebraic constraint equations. 

4.2 Universal Joint 

Consider two bodies i and j connected through a universal joint as shown in Figure 3. This 

joint can be considered as a spherical joint with additional constrains forcing vectors gi and gi 

to be perpendicular at all times, thus its inner product must vanish. 

body 

Figure 3. Universal Joint 

(18) 

When one of the bodies is flexible, say body j, it is necessary to take into account the 

elastic rotations of the connecting node. Let Ei be the vector of elastic rotations of body j at 

node k. Assuming that these rotations are sufficiently small to be treated as infmitesimals, it 
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is possible to define a transformation matrix from the ~iT\i~i set of axis to the XiyiZi set of 

axis as 

(19) 

Matrix Gi, as defined, is not orthonormal. This difficulty can be solved assuming for 

instance that three elastic rotations are applied associated with three Bryant angles. 

Equation 19 can now be written as 

(20) 

where g/i corresponds to gi in the undeformed state and defmed in the xiyiz set of axis. 

When both bodies are flexible Equation 19 will be written as 

(21) 

This joint thus has four algebraic constraint equations. 

4.3 Revolute Joint 

Consider now two bodies, i and j, connected by a revolute joint as shown in Figure 4. This 

joint can be considered as a spherical joint with additional constraints forcing vectors gi and 

gi to be parallel at all times, thus its vector product must vanish. 

Figure 4. Revolute Joint 
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(22) 

where gi and gi are measured in the global system xyz. 
Similarly, if, for example, body j is flexible one has to take into account the elastic 

rotations of the connecting node and equations (Equation 22) are written in the fonn 

(23) 

Only two of the above equations are linearly independent, therefore, the total number of 
equations for this joint is five, which corresponds to one relative degree of freedom. 

5 Kinetic Energy 

The kinetic energy of element j of body i can be written as 

where pij is the material density in the elementary volume dvil 

Substituting Equation 15 into Equation 24, 

T ij _ J . ijTMij . ij --w w 
2 

(24) 

(25) 

where wlJ = [ i-iT ,miT, aljT r is the vector of generalized coordinate velocities and Mij is the 

generalized mass matrix of element j of body i. 

_Aiiiij 

iilJT iiij (26) 

By an assemblage procedure as used in the finite element method the kinetic energy of 

body i results in the expression 

T 1.iTMi.i =-w w 
2 

(27) 
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where Mi is the generalized mass matrix of body i which can be written in a compact 

notation as 

where: M~ = Diagonal matrix [mi ,mi ,mi], mi is the total mass of body i; 

M:m is zero when the origin of the XiyiZi is located in the center of mass of body i; 

M:8 and M:OO represent the different inertia coupling effects between the generalized 

rigid and elastic coordinates; 
M~ for small elastic defonnations, is approximately equal to the inertia tensor; 

Mk is constant and corresponds to the usual finite element mass matrix of body i. 

6 Elastic Strain Energy 

The strain energy of an element j of body i is given by 

(29) 

Eij 

where ug = J aijdeij and a ij and eij are the stress and strain tensors, respectively at the point 
o 

pij of the finite element j in body i. 

Assuming a linear elastic material with a constitutive law 

(30) 

then the strain energy can be expressed as a quadratic function of the strain tensor 

(31) 

For small defonnations and small displacements with respect to the set of axis XiyiZi 

attached to the body, the strain tensor can be expressed as 

(32) 

where nii is a differential operator nonnally used in the [mite element methodology. 
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Assuming that body i in its undefonned state has a null strain tensor everywhere 

(33) 

Substituting Equation 33 into Equations 31 and 29, 

(34) 

or, using a more compact notation, 

(35) 

where KXa is the element stiffness matrix. 

The elastic strain energy of flexible body i can be written in matrix fonn after a proper 

assemblage of the stiffness matrices of all elements in body i: 

(36) 

Matrix K~ is constant and corresponds to the stiffness matrix usually found in the 

conventional fInite element fonnulation. 

7 Equations of Motion 

If, for example, Euler parameters pi are used, the vector of generalized coordinates for body i 

can be written in partition fonn as 

(37) 

Using the Lagrange equations, one can write the equations of motion of a system of 

constrained flexible bodies in tenns of generalized coordinates qi as 

(38) 
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where Qirepresent the external generalized forces applied in body i associated with the 

generalized coordinates qi. 

The application of Equation 38 will result in a set of equations of motion involving the 

time derivatives of the Euler parameters. For the sake of simplicity, assume temporarily that 

no flexibilities are considered. If the equations of motion corresponding to the reference 

rotational coordinates are expressed in terms of the angular velocities (0, a modified set of 

Lagrange equations must be used for each body as [23]: 

(39) 

where IJ is (3 x 4) matrix which is a function of the Euler parameters. The term -t LiQi 

represents the moment components referred to set of axis XiyiZi of the resultant of the 

external forces applied on body i. 

Substituting the kinetic energy in Equation 27 and the internal energy in Equation 35 into 

Equations 38 and 39, the equations of motion for body i can be obtained: 

M!6lj~i} [ 0 M:OO (01 + 
Mk ~i Sim. 

o 
o (40) 

where the second term in the right-hand side is a vector containing the quadratic velocity terms 

resulting from the differentiation of the kinetic energy with respect to time and with respect to 

the system coordinates which correspond to the gyroscopic and Coriolis force components. 
Q!, Q~ are the energy conjugates of the translational and flexible coordinates associated with 

the externally applied forces. 

It is convenient for now to write Equation 40 in the compact notation 

(41) 

where f~is the vector of generalized external forces, f~is the elastic generalized force vector 

corresponding to the second term in the left hand side of Equation 40 and f~ is a vector 

containing the quadratic velocity terms resulting from the differentiation of the kinetic energy 

time. It also contains the gyroscopic and Coriolis force components and other acceleration 

independent terms resulting from the differentiation of the kinetic energy with respect to the 

system coordinates. 
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The system equations of motion can now be obtained by combining equations of motion 

of each body and kinematical constraint equations describing different kinematical joint 

between the bodies. 

Velocity equations of constraint (3) can be expressed in teons of angular velocities as 

(42) 

where w = [e,roT ,STr is the vector of system generalized velocities. 

The acceleration equations of constraint are obtained by taking the time derivative of 

Equation 42 

(43) 

where 

(44) 

The differential equations of motion for the multibody system can be written as 

(45) 

Therefore, the coupled system of differential equations that govern the spatial flexible 

multibody system can be written in the compact matrix foon 

(46) 

7.1 Reference Conditions 

The problem now is to describe the rigid body motion by use of a coupled set of cartesian and 

rotational coordinates in order to avoid the difficulties of rigid body modes in describing the 

large translations and large angular rotations. In fact, in the finite element foonulation, the 

element shape functions Nij, include rigid body modes, thus redundant coordinates have to be 

eliminated in order to define a unique displacement field. This can be accomplished by 

imposing in the elastic coordinates a set of reference conditions equal in number to the rigid 

body modes. 
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Like a static condensation process, the conditions describing the elimination of rigid body 

modes for each body i, can be written in the general form 

(47) 

where Ri is a matrix containing nr rows corresponding to the number of reference conditions 

and nf columns corresponding to the number of generalized elastic coordinates of flexible 

body i. 

An LU factorization on matrix Ri allows us the partition 

(48) 

where R~ is a non-singular (nr x nr) matrix and R: is a «nf - nr) x nr) matrix. The vector ai 

is partitioned accordingly, into the (nf - nr) dimensional vector ~i of independent variables 

and the nr dimensional vector a~ of dependent variables so that 

(49) 

or 

(50) 

Then the relationship between the total elastic coordinates and the independent ones can be 

written in the compact notation 

(51) 

These reference conditions are not a unique set, yet they have to be consistent with the 

kinematic constraints imposed on the boundary of the deformable body. However, different 

reference conditions yield different basis for the space of elastic coordinates, so different 

numerical solutions may be obtained. Probably, the simplest case of reference conditions 

corresponds to clamping all generalized elastic coordinates in a finite element node located in 

the origin of the body attached set of reference axes XiyiZi. 

It is possible to show that these conditions affect significantly the inertia coupling between 

the reference motion and elastic deformation of the body. In previous investigations attempts 

have been made to weaken this coupling by choosing deformable references that satisfy the 

mean axis condition [3]. However, the deformation modes resulting from the application of 

these conditions may be suitable only in some specific applications. 
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7.2 Component Mode Synthesis 

In order to reduce the number of elastic degrees of freedom, the component mode synthesis 

method has been frequently employed [9]. In classical methods only a few of the lowest 

frequency normal vibration modes are used to represent the elastic deformation. This 

approach, however, may lead to significant error owing to the inability of normal vibration 

modes to account for local deformation effects induced by concentrated loads due to 

kinematic joints. 

In the method presented herein, the elastic deformation of a flexible body is represented 

by a linear combination of the component modes multiplied by time-dependent generalized 

coordinates, i.e., 

(52) 

where Viis a modal matrix whose columns consist of linearly independent deformation 

modes, and 'l is the vector of modal coordinates. 

Two sets of deformation modes, static and normal modes [11, 32], are used to identify 

the configuration of flexible bodies. 

The static modes are used as interface modes between bodies and are assigned to represent 

the effects of loads transmitted by interface conditions. Two different types of static modes 

are possible: constraint modes and attachment modes [17]. A constraint mode is defined as a 

static deformation due to imposing a unit deformation on one nodal coordinate and zero 

displacements on the remainder of a specified subset of the nodal coordinates. An attachment 

mode is obtained as a static deformation due to imposing a unit generalized force in one of the 

nodal coordinates and zero forces on the remainder of a specified subset of the nodal 

coordinates. However, the selection of these modes is not easy, and requires the engineer's 

intuition and judgment, especially in complex mechanisms. 

Normal modes are the natural modes of vibration of the flexible body and can be 

determined by solving a standard eigenvalue problem involving stiffness and mass matrix of 

the body. This task can be carried out in any commercially available finite element code. It is 

well known that if the normal modes are normalized with respect to the mass matrix, the 

modal mass matrix becomes an identity matrix and the model stiffness matrix becomes 

diagonal. While these vibration modes represent deformation shapes of the body due its mass 

distribution, static modes represent local deformation shapes due to locally applied forces at 

the constraints. Therefore, a combination of static modes and vibration normal modes must 

be employed and most likely improve the model accuracy. Since static modes and normal 

modes may not be linearly independent, residual static modes are introduced so that they are 

linearly dependent A detail discussion of this topic can be found in [33]. 
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7.3 Transformation of Coordinates 

In the last two sections, two successive coordinate transfonnations have been introduced. A 

first transfonnation intended to eliminate the redundant rigid body modes and a second 

transfonnation which maps physical elastic coordinates into the space of modal coordinates 

were defined. In both cases there is a dimensional reduction in the number of generalized 

coordinates which can be drastically significant in the second set of transfonnations. 

Substituting Equation 52 into Equation 51, 

(53) 

where Hi = R~ Vi. Differentiating Equation 53 twice with respect to time, 

(54) 

and 

(55) 

Using the preceding transfonnation rules it is possible to write 

w' = 0)' = . 0)' = H'w' .' { ri} [16 0 J{ e} -'..:..' 
Bi 0 H' Xi 

(56) 

and in a similar manner 

(57) 

Applying the transfonnations in Equations 56 and 57 to Equation 41, the new equations 

of motion for body i can be written as 

(58) 

where 

(59) 
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(60) 

(61) 

The acceleration constraint equations have the new fonn 

(62) 

A new system of equations can now be written for the reduced set of coordinates 

replacing all variables in Equation 45 by those with the overbar notation according to 

Equations 58-62. However. for the sake of simplicity let us assume. from now on. that 

Equation 46 without the overbars corresponds to the fonnulation using the reduced set of 

elastic coordinates as described by Equations 58 and 61. 

8 Numerical Integration Methods for Absolute Dynamics 

The main objective in the dynamic analysis consists in the detennination of accelerations w 
and constraint reactions forces A. for a succession of positions and velocities of a mechanical 

system subjected to external forces. If Equations 58 and 62 are used. it is well known that the 

numerical integration of such differential algebraic equations have several drawbacks which 

may cause the accumulation of numerical errors in the position and velocity constraint 

equations which are not explicitly used in the numerical integration procedure. 

Several procedures have been adopted by different authors to circumvent these problems 

such as the implementation of a coordinate partitioning method [8] or the introduction of a 

constraint violation stabilization method [20] and [2]. 

A different technique is taken herein where. without major efforts. the concept of relative 

coordinates is used at the numerical integration level giving rise to some computational 

efficiency. in particular in open-loop systems. 

Consider two bodies i and j connected by a kinematic joint. Let eij be the relative degrees 

of freedom of the joint. If eii and the flexible coordinates ai and ai are known. it is possible 

to obtain the reference coordinates of body j using a relationship such as 

(63) 
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Similar expressions can be obtained for the velocities 

(64) 

and an inverse expression can be obtained for the accelerations 

(65) 

The following algorithm can be implemented: 

_ At time t = tk Wi = [qiT XiT]T and Wi eii and e ii are known , r" " • 

- Using Equations 63 and 64, evaluate wi and wi. 

- Solve the system of Equations 58 and 62. 

- Using Equation 65 calculate ijii. 
-Integrate xi,Xi,ijii and Xi,Xi,eii to obtain Xi,Xi,eii and Xi,Xi,eii at time t=tk+1• 

- Using Equations 63 and 64, calculate q! and ci!. 
- Repeat fIrst step for time t = tk+1. 

For open-chain mechanical systems all joint coordinates are independent, therefore the 

derivation of the system equations of motion follows a straightforward recursive procedure 

yielding a set of differential equations. However, for closed-loop mechanisms the generalized 

joint coordinates are dependent. In this case, the kinematic relations are based on loop closure 

conditions which can be stabilized using again the method described in [2]. 

9 Relative Dynamics 

In the preceding sections, the system equations of motion have been derived in terms of 

absolute reference coordinates and relative modal coordinates. This approach is 

straightforward because it is easy to formulate the system equations of motion and the 

kinematical constraint equations for each joint, once the number of generalized coordinates is 

well defined for a certain fmite element discretization. However, this method generates a 

maximum number of coupled differential and algebraic equations of motion. 

A different approach uses relative joint coordinates and relative joint velocities to 

formulate a minimum number of equations of motion [14]. The numerical integration of these 

equations is by far more efficient then those expressed in terms of absolute kinematics. For 

open-chain mechanical systems, all generalized coordinates are independent yielding a set of 

differential equations for the system. On the other hand, for closed-loop mechanical systems 

the generalized joint coordinates are no longer independent. thus forcing the establishment of 

loop closure conditions. 
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The method herein proposed [22] takes advantage of the simplicity of the absolute 

coordinate methods and the computational efficiency of the relative joint coordinate 

formulation based on the velocity transformations as presented in [12]. The system equations 

of motion are ftrst formulated in terms of the coupled set of absolute reference and elastic 

modal coordinates. Then these equations are transformed to the joint coordinate space by use 

of the velocity transformation matrix [18]. This allows an additional advantage of solving for 

joint relative forces in the case of inverse dynamic problems. 

9.1 Relative Coordinates 

Consider bodies i and j kinematically connected as shown in Figure 5. Let XiyiZi and 

XiyiZi be, respectively, the body coordinate systems associated with bodies i andj. To 

include the effect of flexibility, define two intermediate coordinate systems ~illi~i and ~illi~i 

rigidly attached to nodes k i and kion bodies i and j, respectively. The relative joint 

coordinates eii are thus defined by the relative angles and distances between the intermediate 

coordinate systems ~illi~i and ~illi~i. The number of these coordinates depends on the joint 

type that connects the two bodies. 

From Figure 5, the following relationships between body i and body j can be written: 

(66) 

(67) 

z 
Figure 5. Relative Coordinates 
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where A ij is the relative transformation matrix from the intermediate coordinate system ~jTlj~j 

to ~iTli~i, d ij is the relative position vector of body i to body j, Bi and Bj are transformation 

matrices from the intermediate coordinate systems defined in the body coordinate systems. 

Notice that both A ij and d ij depend on the relative joint coordinates aij. 
Due to local deformation it must be observed that Band s must be related to the nodal 

elastic coordinates of the attachment node k, therefore 

(68) 

(69) 

where ~\ and Sk are, respectively, the elastic rotation and displacement vector of the 

attachment node k. The coefficients of matrix B can be obtained by considering three 

consequential rotations, in any arbitrary order, since it was assumed that small rotations are 

small enough to be treated as infinitesimal. Thus the elastic rotations of the attachment node 

can be treated as Bryant angles in the derivation of transformation matrix B. This method 

ensures that B remains an orthonormal matrix. 

Differentiating Equations 66 and 67 with respect to time one obtains the relationships for 

the relative velocities: 

(70) 

(71) 

where <I>'J and d;j are, respectively, the relative angu;Car and linear velocity vectors, both 

defmed in the global coordinate system. The relative velocities of the intermediate coordinate 

systems can be written in terms of the modal elastic coordinates, as follows: 

(72) 

(73) 

where N; and N: are boolean matrices that isolate the terms corresponding to the elastic 

rotations and displacements of the attachment node ki. 

Differentiating Equations 70 and 71 with respect to time, one obtains the expressions for 

the relative accelerations: 

(74) 
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(iii = i) + Ai(5~ - simi + 2roiA~ +roiroiSi) 

_ii + A i (5~ - Simi + 2roiA~ + (j)i(j)iSi) 

9.2 Velocity Transformation 

The relative position of vector d ii is given by 

(75) 

(76) 

where dij is the relative position vector defined in the local ~illi~i intennediate coordinate 

system. Now using Equations 66 and 67, one may express the cartesian elastic coordinates 

of body j in tenns of the cartesian coordinates of body i, elastic coordinates of both bodies 

and joint relative coordinates 

(77) 

(78) 

The relative angular velocity vector can be expressed in tenns of joint rotational axis 

vectors and time derivatives of the relative joint coordinates as 

(79) 

where Vi) is a matrix containing in each column a unit vector coincident with a joint rotational 

axis, defined in the global coordinate system. If the joint has m relative joint rotational 

coordinates, the matrix Vii will have m columns. Rearranging Equations 70 and 71 and 

using Equation 79, one may write 

joi n [D~ nii nii nii :t] O)i 
em ex r9 

0)) = 0 nii nij nii Xi (80) 
fOO) "'X me 

Xi 0 0 0 0 I)!) eii xx 
Xi 
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Oii _ AJ-iAi'Vii adii 
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o:!e = AiTVii 

Oii = AillfJ + AisiAi'Ailifi 
~ Tt Tr 

ojj = _lIfi 
"'X Tr 

ojj =1 
Xl 

(81) 

The velocities of body i can be decomposed in the reference velocities 4! and the elastic 

velocities Xi, such that 

(82) 

According to this partition, Equation 80 can now be written in the following form 

(83) 

where 

oii =[O~ 
qq 0 "J [ "J ["J [li] Oi., .. O~ .. O~ .. DIX 

O!., ; O~8 = O:!e ; o::x = o!x ; ~ = O!x (84) 

Assume for simplicity a first mechanical system composed of three bodies connected to 

each other in an open-loop topology, as shown in Figure 6. 

Figure 6. Three Body Open-loop Mechanical System 
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In this case, Equation 83 takes the form 

·1 q, 

{:~}+~ 
0 0 0 0 

z~l 
el2 

e23 
nl2 0 nl2 n22 (85) q8 'lX 'lX X' q3 x13 3yl2 3y23 z13 Z23 

, qq q8 q8 'lX 'lX X2 
X3 

where 

X13 =n23n 12 
qq qq qq X13 =n23 n 12 

'lX qq 'lX 

3yl2 = n23nl2 
q8 qq q8 

Z23 = n23n22 + n23 
'lX qq 'lX 'lX 

3y23 _ n23 
q8 - q8 

Z33 = n 33 
'lX 'lX 

(86) 

A second example is presented related to vehicle technology. A typical vehicle can be 

assumed to be composed of a main floating base body connected to four wheels as shown in 

Figure 7. 

Figure 7. Five Body Four Wheel Vehicle Model 

Assume that only body I is flexible, thus Xi = Xi = 0, i = 2, ... ,5. Suspension systems 

are kinematically described by four different sets of relative joint coordinates, eli, j = 2, ... ,5. 

In this second example Equation 83 takes the form 
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·1 
·1 I 0 0 0 0 0 q, 
q, al2 
·2 nl2 nl2 0 0 0 nl2 q, qq q8 'IX a13 
·3 nl3 0 nl3 0 0 nl3 q, = qq q8 'IX al4 

(87) 
·4 nl4 0 0 nl4 0 nl4 q, qq q8 'IX alS 
• S nls 0 0 0 nls nls q, qq q8 'IX f 

These examples illustrate the method whereby recursive linear relationships can be 

obtained to define transformations between the independent reference velocities and the 

dependent ones. 

Let 9 be the vector of system relative coordinates containing all the relative joint 

coordinates, all elastic modal coordinates, and if it is included, the reference coordinates of a 

base body. Using Equations 80 and 83, it is possible to define a linear transformation 

between the vector of system generalized velocities and the vector of system relative and 

independent elastic coordinates 

w=OO (88) 

It can be shown that matrix n is orthogonal to the jacobian matrix ~... In fact, 

substituting Equation 88 into Equation 41 yields 

Since e is a vector of independent coordinates, then 

(90) 

The system of generalized accelerations can be obtained by taking the time derivative of 

Equation 88: 

(91) 

Substituting the previous equation in the differential equation of motion (Equation 45) and 

premultiplying by nT yields 

(92) 
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where 

Equation 92 represents the system equations of motion in terms of the system relative and 

independent accelerations. This system of equations is valid in mechanical systems where the 

system relative coordinates are all independent. However, in closed-loop mechanisms the 

system relative coordinates are not independent. Therefore, it is necessary to cut the 

kinematic closed-loop in one joint and obtain the transformation between the vector of system 

generalized velocities and the vector of system independent velocities. 

9.3 Joint Coordinate Algorithm 

The algorithm for the joint coordinate method can be stated as follows: 

- For a given time step t == tk, knowing the relative coordinates e, the absolute 

coordinates q for all system can be evaluated using Equations 77 and 78. 

- Calculate the velocity transformation matrix D using Equations 80 and 81. 

- Evaluate the absolute velocities w using Equation 88. 

- Calculate the reduced system mass matrix M and the right-hand side f 
- Equation 92 yields 9 for the same time step. 

- If necessary w can be calculated from Equation 9l. 

- The numerical integration of e and 9 moves the process to the first step with 

t == t k +~t. 

10 Stress Analysis of Multihody Systems 

Consider, for example, the automobile industry. The application of an integrated simulator 

methodology for product design including body stress analysis and vehicle dynamics must 

include stress analysis histories corresponding to different riding and road conditions. 

Fatigue and fracture design may eventually result in a byproduct which can be easily dealt 

with provided the structural stress histories are available. 

Various approximate procedures have been used in the past [30,13], consisting basically 

in the static analysis of worst case conditions assuming vertical bending loads or torsional 

conditions, or a combination of both. These loads are normally amplified by dynamic factor 

experimental programs in testing tracks. The major drawbacks in the use of standard stress 

analysis codes in such systems stems from the difficulties in the accurate description of 

realistic boundary and loading conditions, since these structures undergo large rigid body 
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motions which are superimposed on the linear structural deformations. This is particularly 

true in the case of off-road vehicles. 

A procedure for transient stress calculations is derived based on the present rigid-flexible 

dynamic analysis formulation, allowing thus an automated and accurate description of the 

large motion and elastic stresses and deformations of flexible mechanisms. 

10.1 Reaction Forces Evaluation 

In many situations the evaluation of reaction forces is desired for design purposes, once they 

strongly influence the structural behavior of the different bodies in a mechanical system. 

These reaction forces need also to be available for the proper use of finite element codes in 

stress calculations as it will be shown later. 

During the dynamic analysis of a mechanical system it has been shown that the elastic 

coordinates 'l and the corresponding velocities Xi and accelerations Xi are directly obtained 

from the integration process. Also, for each body, the reference coordinates q~, velocities 

q~, and accelerations ij~ can be obtained in a recursive manner from Equations 77, 78, and 

9l. The nodal elastic coordinates can be extracted using the relations 

(93) 

where Vi = R~Ui. 

Decomposing matrix Mi and vectors ff and fv according to Equation 82 the reaction forces 

A can be extracted from Equation 40 in the following manner: 

(94) 

where Aq and A3 , are the reaction components associated with the reference coordinates and 

the nodal elastic coordinates, respectively. The overstar denotes the corresponding 

submatrices which have been stripped of all rows except those associated with the degrees of 

freedom of the attachment finite element nodes located in the kinematic joints. This 

simplification considerably speeds up the reaction force evaluation process. Equation 94 

assumes no reference conditions for the elastic coordinates, thus care should be taken to 
provide the off-diagonal mass matrices M~3 even if mean axis reference conditions have 

been assumed. 
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10.2 Stress Calculations 

Some approaches have been developed for stress calculations of machine components using 

quasi-static finite element analysis with rigid body dynamics [19]. Kinetostatic methods can e 

used by combining rigid body formulations with quasi-static finite element analysis [1]. 

It is well known that methods for computing stresses from a linear combination of 

deformation modes using modal generalized coordinates may result in large inaccuracies in he 

stress calculations. Yoo and Haug [33] have proposed a combination of attachment modes 

and normal vibration modes to improve the structural model, mainly in situations where 

locally applied forces will develop due to the kinematic constraints in the joints. Smaller and 

coarser finite element models may give adequate stiffness and deflection results, which is 

important to take into account in order to minimize the computing efforts during a ull dynamic 

analysis of rigid flexible mechanical systems. Complete finite element body models are used 

primarily for the static behavior, modal analysis and vibration response. Displacements, 

velocities and acceleration fields must be generated and organized in a data base in order to be 

used at latter stages for stress calculations. In doing so, the stresses can be recovered only in 

specific areas of interest which can be remodeled by using refined meshes and providing 

correct boundary conditions. 

Using the partition (Equation 82), a dynamic equation can be derived from Equations 40 

and 94: 

(95) 

or, transferring the inertia loads to the right-hand side and using Ai and ai from'the dynamic 

analysis, and assuming the generalized elastic coordinates 5 i * as unknowns, a structural 

equilibrium equation call be written: 

(96) 

The right-hand side of Equation 96 describes a set of external forces including the joint 

reactions and a set of nodal equivalent point loads consistent with all inertia effects. These 

two sets of generalized loads are easily available at the end of a dynamic analysis and, 

according to the D'Alembert's principle are self equilibrated. 

Since Equation 96 is written in the body reference frame it can be solved using any 

commercially available finite element code, regardless of the gross motion of the flexible 

body. As a result, different loading conditions corresponding to different time steps can be 
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solved simultaneously with one single inversion process of the stiffness matrix K~. A final 

remark on boundary conditions. Since K~ is singular, a necessary and sufficient set of six 

boundary conditions must be imposed on the problem in Equation 96 to avoid rigid body 

motions in the attached body frame. 

11 Advanced Integrated Analysis System 

A computer oriented methodology is now described based on the formulations developed 

in the preceding sections. Four main application modules have been developed corresponding 

to the different phases of the proposed methodology whicl1 is schematically shown in Figure 

8. 

First, a pre-processor handles all input data describing the model problem. The data is 

separated into three sets: i) rigid body data defining the general mass properties of each 

body, kinematic joint geometric definition data, topology information and initial suggested 

configuration and kinematically admissible velocities; ii) Flexible body data which 

corresponds to the finite element model description of each flexible body. Some of the flexible 

and rigid body data are redundant, allowing several checking procedures for data consistency 

and giving the user a general format for choosing which bodies are to be considered to be 

flexible: iii) Special forcing and driving functions can be specified to describe different ride or 

operational conditions for the mechanical system. In the case of a vehicle a terrain model 

must be supplied. 

General mass and stiffness matrices are assembled at this stage. Modal analysis and the 

calculation of static correction modes is carried out after imposing reference conditions for the 

flexible problem in each body. An object oriented data base is then created for the mechanism 

model to be used at later stages. 

A dynamic analysis module automatically generates the system dynamic differential 

equations of motion which are integrated using any appropriate solution method [33]. This 

module is CPU intensive and can be run in batch mode in a high speed computer platform. It 
is convenient, at this stage, to generate and save the reaction forces and other forces once M~8 

in Equation 94 is position and velocity dependent. 

A stress analysis module may use any commercially available fmite element code. For this 

purpose an interface has to be included to use the finite element model definition data and the 

appropriate generalized force vector describing all external forces, reaction forces and inertia 

forces which are retrieved from the data base system. 

The present analysis tool has been completed with an animation program implemented ina 

CDC91O-300 workstation allowing the animation of solid objects made of color filled 

polygons with hidden Ime removal. This program is externally linked with the IGL graphics 
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library from Silicon Graphics. This module allows the representation of rigid and flexible 

bodies including an user defmed scaling factor to be applied to the structural deformations. 

GEOM. 
DATA 

lJl)mAMHC AWAII.1{~Jm 
lJl)1!~HGN 'lI'OOll. 

~8 
8 

Figure 8. Advanced Integrated Analysis System 
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Finally, a menu driven XY graphics window can be open to display a wide range of 

X-t plots of the relevant engineering results, such as position, velocities, forces, stresses and 

deformations. 

12 Example 

Figure 9 shows an off-road vehicle UMM atr II. The model of the vehicle consists of the 

main chassis, the complete suspension system and four wheels. Only the chassis is treated as 

a flexible body. The two front and back wheels are connected by a rigid axle. Suspension 

leaf springs and shock absorbers between the wheels and the main chassis are modeled by 

translational spring dumper actuators with non-linear characteristics. 

Figure 9. UMM atrII-type Vehicle 

As shown schematically in Figure 10, the structure of the chassis has two side rails and 

three crossmembers. The finite element model consists of 47 nodes and 48 three dimensional 

beam elements. 

Mechanical parts such as engine, transmission, fuel tank, and steering are treated as non

structural lumped masses and are attached to several nodes of the chassis finite element 

model. Vibration analysis is done with these non-structural masses and with mean axis 

boundary condItions. 
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Figure 10. Finite Element Model 

The vehicle moves forward at a constant ~peed of 10 kmIh when the right side wheels go 

over a bump of 0.1 m high and 1.0 m long with a half sine wave shape. This obstacle is 

initially located at a distance of 3 m from the front wheels. No static initial structural 

deformation is considered. The simulation was carried out using different models: i) rigid 

body model (rigid); ii) 6 normal vibration modes (6n); iii) 2 normal vibration modes plus 4 

static correction modes which are derived by applying a unit force at four suspensions 

supports in the vertical direction (2n4s). Vertical position, velocity, and acceleration of a 

nodal point located in the center of the middle crossmember of the chassis is given in Figures 

11, 12, and 13, respectively. Figure 14 shows a plot of maximum longitudinal stresses in the 

extreme fibers of mid points in the two side rails. 

The global motion of the flexible chassis is different from that of the rigid body solution 

which is shown in Figure 15. While the front wheels are approaching the bump, the flexible 

chassis tend to oscillate about the static equilibrium position. This behavior is expected since 

no initial deformation was assumed due to static loads. In this case all velocity and 

accelerations with higher values as compared with the rigid body solution and some higher 

frequency vibrations. 

The stress results for the right-hand side rail present the same trend of the displacement 

amplitude whereas the stress history on the symmetric point on the left-hand side rail shows a 

large peak value of approximately 350 MPa at a latter stage in the simulation. The stress 

histories of both points exhibit a high frequency content due to the natural modes of vibration 

of the structure. 
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Figure 15. Vehicle Simulation Animations 
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13 Concluding Remarks 

A multibody dynamic analysis capability including flexibility effects has been presented. 

Starting from a cartesian description of bodies and joints, which is more appealing to the 

engineering world, absolute dynamics formulations have been reviewed, and integration 

methods using relative coordinates can be easily implemented with some computational gains. 

One of the major drawbacks of this formulation results from the differential algebraic 

nature of the system dynamics equations. Relative kinematics formulation have been 

presented allowing the establishment of a system of dynamic equations using a minimal set of 

rigid and flexible generalized coordinate. This formulation has the advantage of generating in 

a recursive manner a set of differential equations suitable for implementation in parallel 

computing platforms, thus drastically increasing the computational efficiency. One of the main 

features of the present formulations is the ability to model a broad range of mechanical 

systems with or without flexibility effects with minimum modeling efforts. 

The present integrated simulation methodology generates all the necessary interface data to 

carry out a static stress model analysis of the individual bodies using in-house software or 

commercially available codes to perform the additional functions of stress history evaluation 

or stress detailing for fatigue design of complex geometries such as joints and intersections. 

A well organized object oriented data base system facilitates the flow between the different 

modules, gives a more efficient access for the various tasks including all graphical output 

resulting in a easier and faster response during the design analysis process. 

Basic formulations .In the general approach to a design and analysis methodology for 

flexible mechanical systems is now established. However, some aspects should be addressed 

in a more systemic manner, such as: number of elastic modes and what modes to be used; 

robust integration techniques for high frequency contents; different types of finite elements; 

material and geometric non-linearities with possible applications to impact and 

crashworthiness; interfacing with geometric modelers and existing finite element codes and 

modular object oriented programming in C++ allowing a direct mapping of the different 

engineers concept in software. 

References 

1. Ambr6sio, J.A., Nikravesh, P.E., and Pereira, M.S.: Crashworthiness Analysis of a Truck, Mathi. 
Comput. Modelling, Vol. 14, pp. 59-964, (1990). 

2. Baumgarte, J.: Stabilization of Constraints and Integrals of Motion, Computer Methods in Applied 
Mechanics in Engineering, 1, (1972). 

3. Cavin, R.K. and Dusto, A.R.: Hamilton's Principle: Finite Element Methods in Flexible Body 
Dynamics, AIAA J. Vol. 15, pp 1684-1690, (1977). 

4. Cardona, A., and Geradin, M.: A Beam Finite Element Non-Linear Theory with Finite Rotations, Int. J. 
Num. Meth. Engng., Vol. 26, pp. 2403-2438, (1988). 



www.manaraa.com

253 

5. Djerassi, S. and Kane, T.R.: Equations of Motion Governing the Deployment of Flexible Linkages from 
a Spacecraft, The J. Astr. Sci., Vol. 33, No.4, pp. 417-428, (1985). 

6. Geradin, M. and Cardona, A.: Kinematics and Dynamics of Rigid and Flexible Mechanisms Using Finite 
Elements and Quaternion Algebra, Computational Mechanics, Vol. 4, pp. 115-135, (1989). 

7. Guyan, R.I.: Reduction of Stiffness and Mass Matrices, AlAA Journal, Vol. 3, p. 380, (1965). 
8. Haug, E.I. and Wehage, R.A.: Generalized Coordinate Partitioning for Dimension Reduction in Analysis 

of Constrained Dynamic Systems, J. Mech. Design, Vol. 104, pp. 247-255, (1982). 
9. Hintz, R.M.: Analytical Methods in Component Mode Synthesis, AIAA J., Vol. 15, pp 1007-1016, 

(1975). 
10. Hurty, W.C.: Dynamic Analysis of Structural Systems Using Component Modes, AlAA J. Vol.3, No.4, 

pp. 687-685, (1965). 
11. Imbert, J.F.: Analyse des Structures par Elemnts Finits, Cepadues Ed., Toulouse, 1984. 
12. Jerovsky, W.: The Structure of Multibody Dynamic Equations, J. Guid. Control, Vol. I, pp. 177-182, 

(1978). 
13. Kamal, M.M. and Woll, J.A. Eds.: Modern Automotive Srnctural Analysis, Van Nostrand Reinhold. 
14. Kane, T.R. and Levinson, D.A.: Dynamics Theory and Applications, McGraw-Hill, New York, 1985. 
15. Kim. S.S. and Haug, E.I.: A Recursive Formulation for Flexible Multibody Dynamics, Part 1: Open 

Loop Systems, Center for Simulation and Design Optimization of Mechanical Systems, The University 
of Iowa, Techn. Rep. R-21, (1988). 

16. Kim, S.S. and Haug, E.I.: A Recursive Formulation for Flexible Multibody Dynamics, Part II: Closed 
Loop Systems, Center for Simulation and Design Optimization of Mechanical Systems, University of 
Iowa, Techn. Rep. R-22 (1988). 

17. Kim, S.S. and Haug, E.I.: Selection of Deformation Modes for Flexible Multibody Dynamics, T.R. 86-
22, Center for Computer Aided Design, University of Iowa, Iowa City, 1986. 

18. Kim, S.S. and Vanderploeg M.I.: A General and Efficient Method for Dynamic Analysis of Mechanical 
Systems Using Velocity Transformations, J. Mech. Trans. Automation Des. ASME, Vol. 108, pp. 176-
182, (1986). 

19. Liu, T.S. and Haug, E.I.: Computational Methods for Life Prediction of Mechanical Components of 
Dynamic Systems, Technical Report 86-24, Center for Computer Aided Design, University of Iowa, Iowa 
Cily, Iowa, 1986. 

20. Nikravesh, P.E.: Computer Aided Analysis of Mechanical Systems, Prentice Hall, New]ersey, 1988. 
21. Nikravesh, P.E. and Gim, G.H.: Systematic Construction of the Equations of Motion for Multibody 

Systems Containing Closed Kinematic Loops, Proc. ASME Design Automation Conference, Montreal, 
Canada, Sept 17-20, (1989). 

22. Pereira, M.S. and Proen~a, P.L.: Dynamic Analysis of Spatial Flexible Multibody Systems Using Joint 
Coordinates, Int. J. Num. Melh. in Engng., Vol. 32, pp. 1799-1812, (1991). 

23. Proen~a, P.: Analise Tridimensional de Sistemas Mecanicos Rfgido-Flexiveis, MSc Thesis, Instituto 
Superior TWlico, Lisboa, (1990). 

24. Shabana, A.A. and Wehage, R.A.: Variable Degree of Freedom Component Mode Analysis of Inertia 
Variant Flexible Mechanical Systems, ASME J. Mech. Transm. Autom and Des. Vol. 105, pp. 371-378, 
(1983). 

25. Shabana, A.A.: Dynamics of Multibody Systems, John Wiley & Sons, New York, 1989. 
26. Shampine, L.F. and Gordon, M.K.: Computer Solution of Ordinary Differential Equations: The Initial 

Value Problem, Freeman, San Francisco, 1975. 
27. Simo, J.C., and Vu-Quoc, L.: On the Dynamics of Flexible Beams under Large Overall Motions - The 

Plane Case: Parts I and II, ASME J. of Appl. Mech., Vol. 53, pp. 849-863, (1986). 
28. Sing, R.P. and Likins, P.W.: Singular Value Decomposition for Constrained Dynamical Systems, J. 

Appl. Mech., Vol. 52, No.4, pp. 943-948, (1985). 
29. Song, J.O. and Haug, E.I.: Dynamic Analysis of Planar Flexible Mechanisms, Compo Meth. in Appl. 

Mech. and Engng.,Vol. 24, pp. 379-381, (1980). 
30. Webb, G.G.: Torsional Stiffness in Passenger Cars, Int. Conf. Vehicle Structures, I Mech. E., Cranfield 

Institute of Technology, 16-18 July 1984. 
31. Y 00, K.H. and Inman D.H.: Flexible-Body Dynamic Modelling with a Reduced Order Model, Advances in 

Design Automation, Vol II-Optimal Design and Mechanical Systems, Ed. B. Ravani, ASME, DE-VOL 
23, 2, pp. 87-91, 1990. 

32. Yang, Z. and Sadler, J.P.: Large Displacement Finite Element Analysis of Flexible Linkages, ASME J. 
Mech. Design, Vol. 112, pp. 175-182, (1990). 

33. Yoo, W.S. and Haug, E.I.: Dynamics of Flexible Mechanical Systems Using Vibration and Static 
Correction Modes, J. Mech., Transm. and Autom. Design, Vol. 8, pp. 315-322, (1986). 



www.manaraa.com

Decoupling Method in Control Design 

M. Cotsaftis1 and C. Vibet2 

lUGRA CEN Fontenay aux Roses, France 
2Universiw d'E.V.E., ruT Dept G.E., Evry, France 

Abstract: In the scope of Concurrent Engineering activities, this report introduces a control 

strategy which allows the systematic construction of controlled multibody systems. The 

feedback-law derivation is based on the Nonlinear Decoupling Method. This eases the design 

of hardware and software control loops of mechanical controllers with high-reliability features. 
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1. Introduction 

Control strategies are playing a crucial role in the design of automated systems. This is 

especially true in the area of Mechatronics [1] where most mechanical elements, such as the 

moving parts of manipulators or those of production cells, are governed via feedback-laws by 

means of digital computers [2]. The increasing need to control mechanisms is due to the fact 

that stable servo-systems with arbitrary dynamics can be synthesized for most physical 

systems. As a result, unmodeled dynamics and unwanted disturbances such as the stick-slip 

effect, for example, are reduced through feedback. At the same time, this means that, on the 

contrary, uncontrolled mechanisms in which the dynamics result only from a physical 

arrangement of links and masses of multibody systems, the dynamical features of controlled 

mechanisms can be easily specified from statements of a real-time computer program. This is 

such a flexibility which makes that Control enhances at low cost the design versatility. 

Though many techniques are available to design controlled mechanical systems, only a few 

of them allow an automatic generation of feedback-laws in a symbolic form. The Nonlinear 

Decoupling Method [3-8] presents such an advantage; it allows the construction of codes 

which automatically formulate the symbolic control laws of dynamical systems. This feature 

facilitates the use of CAD programs devoted to the analysis of mechanical systems [9] when 

controlled mechanisms have to be designed [to]. In Section 2 of this report, the concept of 

servo-mechanisms with graceful-failure capability is introduced in the context of feedback-law 

design [11]. The third part presents the main goals achieved by the Nonlinear 
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Decoupling Method when applied to the construction of controlled multibody systems. In 

particular, this shows that smart servo-systems result from the use of off-line planed 

trajectory. Section 4 shows how the controllers have to be computed from a state-space 

description of the dynamics of mechanisms. The simplest case of joint-controlled systems is 

first analyzed from the mechanism dynamical equations. The method of the feedback-law 

construction is then given, and the pole allocation problem is solved. A general formulation 

of the servo-design process is provided in the last part. Next, a methodology to derive the 

control scheme of a mechanism from its Lagrangian is given in Section 5. This approach 

reduces the amount of calculations needed to establish the dynamical model as well as its 

related control laws. 

2. Design of Controllers With High-Reliability Features 

In the servo-design challenge, many approaches are available to build real-time servo

systems. But few of them provide a feedback-law construction which takes into account the 

reliability features of servo-loops [11]. In the context of Concurrent Engineering activities, a 

great advantage of the Decoupling Method is that it allows a servo-design with graceful-failure 

capabilities. Practically, this ability results from the fact that the hardware part of control 

circuits which are not computerized must still function and be efficient, even when the servo

computer fails. As shown in Figure 1, the advanced control scheme must be realized in two 

parts: a hardware part and a computerized part. 

Feedback-laws realization 

r~---------'------~, 

I Software part I 

I Hardware part I 
Figure 1. Feedback-Law Implementation in Controllers with High-Reliability Features 

There are many advantages to using control systems with such graceful-failure 

capabilities. In particular, this typical arrangement allows the failure detection of the 

controller's components via fast automation. Although there is no simple way to decide 

which part of a feedback-law must be implemented in hardware control circuits, simulation 

studies can be helpful in solving such a problem. For example, the first step of the work 
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consists of designing via simulation, a simple hardware-servo which sufficiently meets the 

most essential specifications, such as the closed-loop stability, etc. When designed, the 

hardware feedback-loop must finally be associated with a computerized control loop in such a 

way that the resulting effect realizes the decoupling and feedback linearization. Since the 

Nonlinear Decoupling Method allows the development of such operations through symbolic 

manipulations or via numerical computations, this control approach appears to be a good 

candidate to support Concurrent Engineering activities. 

3 Nonlinear Decoupling Method 

First applied by Freund to robots [3], the Nonlinear Decoupling Method transforms a 

nonlinear differential system into a linear one via nonlinear feedback. A simple way to show 

this consists of starting from the dynamical model of a mechanism, such as 

A(q) q + B(q,q) = T (1) 

where q represents the (n x 1) vector of generalized coordinates and it = dq/dt. In Equation 

1, A(q) is the (n x n) symmetric positive inertia matrix, B(q,q) is a (n x 1) vector which takes 

into account Coriolis and centrifugal and gravitational forces, while T represents the (n x 1) 

vector of generalized forces (or torques) driving the mechanism. In the case of a joint

controller, the purpose of decoupling is to drive the system from a computed torque such as 

T(t) = N(q,q) + M(q) u(t) (2) 

where the right-hand side represents an algorithm which is computed in real-time, and u(t) is 

a n-dimensional control vector. When the feedback algorithms are selected, such as 

A(q) = M(q), and B(q,q) = N(q,qJ, the control law implementation reduces Equation 1 to 

a diagonal linear system, such as 

q = v(t) (3) 

when the servo-power input v(t) is computed from u(t) = M(q) v(t). The nonlinear control 

design is therefore reduced to a linear and decoupled control problem for which the pole 

assignment is easily realized. In order to do that, the control signal v(t) must be computed so 

that Equation 3 becomes 

(4) 



www.manaraa.com

258 

where Kp and Ky are constant diagonal matrices with positive coefficients. qd represents the 

n-dimensional vector of desired outputs, i.e., the controller input. q is the actual output 

vector which comes from instrumented joint measurements. In Equation 4, it is assumed that 

the kinematic features of the desired trajectory are known in advance for the position, speed, 

and acceleration profiles. Under these conditions, the controller error equation appears as 

(5) 

where the static tracking error is defined by cf) = qd - q. When a stable control system is 

designed, the tracking error goes to zero with the dynamics specified by Equation 5, e.g., the 

nth diagonal element k~ of the matrix Ky implies the natural damping coefficient ~n of the nth 

linear controller, since k~ = 2ron'n. At the same time, the nth element of Kp represents the 

square of the undamped natural frequency ron. Note that Kp and Ky , are solely implied in a 

real-time computer program so that all the matrix coefficients in Equation 5 can be arbitrarily 

chosen by the designer. This represents an advantage over the uncontrolled mechanism 

design. But that leads to massive real-time calculation which is required to construct the 

feedback-laws from fast hardware systems. 

As seen in Equation 4, the design of an ideal mechanical controller needs three PVA inputs 

[12], i.e., the usual position-input Yd(t), the velocity-input Yd(t) and the acceleration-input 

Y d(t). In practice, this requires an off-line construction of the kinematic features of desired 

motion. When PV inputs are used only to drive a second-order servo-system, the step 

response exhibits a more important overshoot than the P-input system does (Figure 2). So, a 

servo-input with trajectory trapezoidal shapes is then required to reduce the transient 

overshoot. However, the main advantage of PV servo-systems is to reduce the sensitivity of 

the rise time and peak time with respect to the damping ratio. This effect can be observed in 

Figures 3 and 4, which provide the normalized response times of P-input and PV-input linear 

second-order systems. From these figures, it appears that fast servo-systems result from the 

use of a PV-input scheme. When ~ = .8 for example, the rise time ratio of usual and PV 

systems is about 4, while the peak time ratio drops to 2.5. This means that an additional 

derivative input transforms a usual controller with positional and speed errors into a servo

system which is twice as fast and has no positional or speed errors. Finally, the most 

important improvement of servo-features results from the implementation of a PYA-input 

scheme, which is directly designed by means of the Nonlinear Decoupling Method. 
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4 Usual Control Law Derivation of Mechanisms 

This section introduces an efficient approach to the construction of controlled systems which 

considers only the case of stiff mechanisms. Though most traditional methods need the 

dynamical model of the mechanical system to compute the feedback-laws, Section 5 shows 

that this operation can be realized from the Lagrangian itself at low cost. 

4.1 State-space Representation of Systems 

The aim of the Nonlinear Decoupling Method is to derive the control laws which decouple and 

linearize a dynamical system exactly by feedback [l3]. Basically, this technique starts from a 

state-space representation of mechanical systems defmed as 

x = f(x) + B(x) u(t) 

y = C x(t) (6) 

where u(t) represents the (n x 1) input vector, i.e., the signal which governs the dynamical 

system, x = col (Xl. X2 ... , xn) is the (m x 1) state vector, f(x) is a (m x 1) nonlinear vector, 

and B(x) is a (n x m) matrix. The outputs y to be controlled by feedback are specified by a 

(n x 1) vector. In Equation 6, C represents a (n x m) constant matrix. A more complex case 

will be investigated later. These operations can be understood from a block scheme 

representation drawn in Figure 5. This only concerns the first relationship of Equation 6. 

u(t) x 

Figure 5. Block-Diagram Related to the State-Space Representation of Dynamical Systems 

This figure shows how the input or driving signal u(t) is successively transformed 

through the mechanical system. For example, the last block represents the matrix form of a 

diagonal integration process (this involves the Laplace operator s). In the following section, 

this scheme will be us~ to describe a controlled system. 
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4.2 Background of the Decoupling Method 

Let us come back to the goal of the Nonlinear Decoupling Method. It consists of finding 

which input u(t) transforms the original nonlinear mechanical system into an exactly linearized 

and decoupled one. A feedback-law candidate is 

u(t) = h(x) + G(x)w(t) (7) 

where h(x) is a (n x 1) nonlinear vector which depends on x, G(x) is a (n x n) nonlinear 

matrix which depends on x, and w(t) represents the new input of the controlled system, i.e., 

the controller input. 

The implementation of the previous feedback-law in the dynamical system described by 

Equation 6 leads to the typical control scheme drawn in Figure 6. This scheme shows us how 

the feedback-laws are operating on the system in real-time. Note that the new input of the 

system is now w(t) instead of u(t). 

4.3 Usual Feedback-Law Derivation 

The feedback-laws defined by Equation 7 are now explicitly derived. Here, the methodology 

is applied to simple controllers whose output is linear in terms of state variables. The first 

step is to derive the output y with respect to the time. The successive time derivatives of the 

ith output are 

Yi= CiX, 

when CiAoB(x) = 0 

(8) 

Yi di] = CiAdi-If(X), 

Yil+di] = CiAd/(X) + CiAdiB(x)u(t) 

To simplify these expressions, the following operators are used: 

Ao(x) = I A ( ) _ ~Alf(x)] 
2 x - Jx 

I = identity matrix (9) 

A () _ qAkf(x)] 
k+l x - Jx 
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Figure 6. Implementation of Nonlinear Feedback-Laws in Dynamical Systems 

Next, integer constants such as d}. d2 • ...• dn are computed from the row vector 

CjAoB(x), where Cj(x) is the ith row of the matrix C. When such a row equals zero for all 

allowed x, the next step is to form the row vector CjA}B(x) and so on, until the ftrst non

zero CjAjB(x) row vector is obtained. Then, the characteristic number dj associated with the 

ith output is the smallest integer j such that the previous row vector is non zero for all the 

allowed values of x. Finally, a (n x n) matrix D(x) and a (m x 1) vector f(x) are introduced as 

(10) 

Then, the feedback-law defined by Equation 7 is implemented into the last relationship of 

Equation 8. If D is a nonsingular matrix, which is the case for mechanisms, a closed-loop 

linearized and decoupled system results in 

(11) 

Equation 11 appears as a diagonal and linear relationship. This is schematically depicted in 

Figure 7, where s is the Laplace operator. This clearly shows that the nonlinear dynamical 

o 

o 

Figure 7. The Goal of the Nonlinear Decoupling Method 
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system given by Equation 6 becomes, through feedback, a linear and diagonal one. To 

achieve that, the fonn of the control law defmed by Equation 7 musi be taken such as 

u(t) = D-I(x)[-f'I'(x) + w(t)] (12) 

with 

h(x) =-D-I(x)f'I'(x), G(x) = D-I(x) (13) 

To close this part in design tenns, the explicit fonn of the control law has to be derived 

from Equations 6, 12, and 13. Owing to the disadvantage of writing the state-space 

representation of a dynamical system, as well as the pole placement fonnulation, note that 

these transfonnations are based on simple algebraic and matrix manipulations. 

4.4 Pole Allocation 

As shown previously, the Nonlinear Decoupling Method allows the transfonnation of any set 

of coupled and nonlinear ordinary differential equations into a linear and decoupled system. It 

is then observed that the dynamics of the resulting controller obeys linear differential 

equations. In other words, the input-output relationships are governed by a cascade of (1 + d) 

integrators. In fact, this does not lead to a stable closed-loop structure. With the aim of 

finding the controller dynamics described by a stable linear differential equation, a more 

general fonn of control laws is to be used, such as 

u(t) = D-I(x)[ KQ(x)-f*(x) + rz(t)] (14) 

The implementation of such a control law yields the block scheme drawn in Figure 8. It is 

observed that the decoupling and linearization effects are due to the inner loop, while the pole 

assignment is perfonned by the outer loop. In tenns of design steps, the new input of the 

controller is z(t). In Equation 14, the vector Q(x) is defined as 

(15) 

where z(t) represents the (n x 1) input vector of the resulting new controller, with two return 

loops (see Figure 8). 
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In addition, the diagonal matrices are defined as 

1..1 0 0 KI 0 0 
0 1..2 0 0 K2 0 

r= K= 
0 

(16) 
0 

0 0 A.n 0 0 Kn 

where A.i, (i = 1,2 .. ··, n) are constants to be selected by the designer. In Equation 16, the 

constant row vectors are defined as K j = [-k!,-kL··· ,-k~J Combining Equations 14-16, 

the implementation of the feedback-law into Equation 6 yields a controller in which each 

output Yi evolves according to the following linear differential equation: 

l+d.] ki d.] ki ki 'I Yi ,+ dli' + ... + lYi + OYi = lI.izi 
(17) 

where the parameters kj and the gains A.l are selected to obtain a desired output response from 

the ITAE criteria, for example. 

r Dynamical IYltern 1 SYltem output 

Figure 8. Decoupling and Pole Assignment Through Nonlinear Feedback 

4.5 General.Output Design 

A generalization of controller design is now given. This concerns systems in which the 

controlled outputs represent a nonlinear arrangement of state-space variables. Such a case is 

encountered in designing Cartesian controllers. The dynamical system and the controlled 

outputs must be specified as follows: 

i = f(x) + B(x) u(t) 

y = C(x) (18) 
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where the vector y defines the n-nonlinear outputs to be controlled by feedback. The problem 

is to find a feedback-law which produces decoupling and linearization with respect to the 

outputs. The derivation of the control law consists of computing the successive time 

derivative of outputs 

. acj(x) 
Y i = --ax- f(x) when 

aci(x) 
-a;:- B(x) = 0 

when ! [ ac~x) ] B(x) = 0 

and so on, for higher derivatives. Using Lie's operators, Equation 19 becomes 

Lf(x) = Ci(x), the ith element of C(x), 

k aL~-l 
Li(x)=+f(x), fork;:::: 1 

where iJL: is dermed by 
iK" 

aL~ (aL~ aL~ aL~) I I 1 I 

ax = ax 'ax ,""ax 1 2 n 

With the help of Lie's operators, the successive derivatives of output can be written as 

di di 
l+diJ aLi aLi 

Yi = T f(x) + T B(x) u(t) 

In addition, the characteristic numbers dj are computed as 

aL~ 
di = min(k), such that a:. B(x) * 0 

(19) 

(20) 

(21) 

(22) 

(23) 

It is easily shown that the introduction of the control law into Equation 22 allows the 

derivation of the generating terms of the nonlinear vector f*(x), and of the matrix D(x): 

(24) 
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Finally, the pole assignment is realized by means of Equation 14, with 

Lf(x) 

[Y'{X) 1 [(h(X) 1 LI(x) 

= l'~~ Q(x) = : Q;(x) = (25) 
Q",(x) 

Lti(x) 

These relationships allow the design of any kind of controller, such as the joint and task 

spaces controllers. When the kinematics of a desired trajectory of a controlled mechanism are 

known in advance, a smart servo-system can be designed. The servo-input must then be 

defined from Equations 3-5 as the usual positional input plus the first and the second time 

derivatives. This leads to the stable servo-error defined by Equation 5, and to the PSA

control scheme drawn in Figure 9. Finally, when there are more than two higher-order 

systems, such as the dynamically driven mechanisms, it is suitable to use an additional 

jerk input. 

o.coapUD" •• 4 -+ 
feedback U .... ri • .,t1 •• 

Rat, fudb .. ck Joop 

s,.." ...... od..ued 11,. 
•• caad-ol'del' dlft. e •••. 

y 
(CoIII.a"'ed ta ... ) 

L----------4 y = C(x) 
PadU •• f.,dback loop 

Figure 9. PSA Controller Based on Feedback Decoupling 

To conclude this part, note that codes which perform the previous manipulations in symbolic 

form have been developed by researchers with MACSYMA and REDUCE, as well as in 

C-Language [14]; 

5 Direct Nonlinear Decoupling Method 

In order to avoid a heavy computational scheme for handling the control equations, generating 

rules [15-18] can be used to compute the feedback-laws of dynamical systems. This 
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simplifies the control design to that of the rule application, which does not require basic 

knowledge in control theory. The generating rules are derived as follows. 

5.1 Resetting of Euler-Lagrange Equations 

To make the application of the Nonlinear Decoupling Method on the Lagrange's formalism 

possible, let us consider a state-space representation of Euler-Lagrange equations [15]. 

q=p . aL 
P=-. -D+T 

~ (26) 

where L represents the Lagrangian which is a function of n generalized joint coordinates q, 

and p is the vector of the generalized velocities p = dq/dt. In addition, the dissipation 

function D has been introduced to take into account friction effects at joints while the vector T 

represents the generalized forces driving the mechanical joints. The canonical momentum, or 

conjugate momentum with respect to the generalized coordinate q is defined by 

P _ aL 
-aq (27) 

To obtain a phase-plane representation of Euler-Lagrange equation from its state-space form, 

the time derivative of the generalized momentum can be used. 

UP up. up. 
7ft = Up p+ ()q p 

The introduction of Equation 28 into Equation 26 yields 

q= p 

( UP )-1( aL UP ) P = Up aq - D - aq P + T (0 

(28) 

(29) 

So, Equation 29 presents exactly the form which is needed to apply the Nonlinear Decoupling 

Method. As shown in the next section, this resumes the application of the decoupling method 

to a symbolic operation, i.e., a relationship which is valid for all mechanisms. 
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5.2 Generating Rules Derivation 

This section recalls how the generating rules are derived. These equations, which allow a 

symbolic derivation of control laws from the Lagrangian and from the controller output 

equation, are computed as follows [17]. The introduction of the new variable Z = col(q,p) 

into Equation 29 gives 

Z = F(Z) + H(Z) U(t) (30) 

where 

(31) 

with 

x = [~J. U(t) =[~J (32) 

When considering the design of a position controller, the outputs of this servo-mechanism 

can be specified by 

Y=Cp(q) (33) 

Then, the application of the decoupling method to Equations 28-30 yields generating rules, 

i.e., a new formalism that can be used to derive the explicit form of the feedback-law 

T(t) = h(q) + G(q) w(t), where 

dP (OC(q) )-l( d (OC(q) ) ) dL dP 
h(q) = - dp ---aq dq ---aq p p - dq + D + dq P 

G(q) = : ( OC~q) Tl 
(34) 

Note that the generating rules require only the Lagrangian, i.e., a scalar expression, the 

dissipation and friction vector, and the controller output equation. Thus, the dynamical model 

of mechanisms is not needed in this analysis. As a result, an N-degree-of-freedom system 
2 

requires the computation of ~Nn+n traces of matrices while the traditional methods 
Ln 2 

2 
involve up to ~N(n+1) n+n traces of matrices. For a six degree-of-freedom mechanism, 

Ln 2 
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this leads to 56 and 322 traces respectively. The generalization of this approach to the case of 

dynamically driven mechanisms can be found in [18]. 

5.3 Computational Load of Feedback-Laws 

In practice, it is suitable to consider the computational load which results from the feedback

law design. This is realized as follows. Since the generating rules also allow the modeling of 

mechanisms [17], a comparison of this approach can be made with Dicker's modeling method 

[19-21]. To simplify the analysis, it is assumed that the computational load due to gravity 

forces is relatively insignificant. Workers [19,20] have proposed an improved Dicker's 

modeling scheme which takes into account the symmetry of the inertia matrix, and Coriolis 

and centrifugal vector elements. In terms of trace operations, this reduces the computational 

load of Coriolis and centrifugal force vectors to fz<N-I)N(N + 1)(N + 2). 

In contrast, the Lagrangian construction involves the manipulation of ~(N + 1)(N + 2) 

trace operations. For practical values of N, this is depicted in Table 1. This table shows that 

even for low values of N, the application of Equation 34 is more computationally efficient 

than the improved Dicker's method. For higher values of N, for example when a car driver 

Traces of Matrices 

No. of Joints N Llumingian Design Uicker's Method 
1 1 1 
2 4 6 
3 10 20 
4 20 50 
5 35 105 
6 56 196 
7 84 336 
8 120 540 
9 165 825 
10 220 1210 

Table 1. Traces of Matrices Implied in Modeling Mechanisms Through 
a Direct Lagrangian Construction and Via Dicker's Approach 

needs to be modeled from 31 degrees-of-freedom, Dicker's approach involves 87.296 trace 

operations. At the opposite, a lower computational load of only 5.456 trace operations is 

required to design the corresponding Lagrangian. Since the operations involved by the 

generating rules imply the Lagrangian, there is a substantial advantage to modeling both the 

dynamics of mechanisms and their related control laws from the generating rules. 
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6 Conclusion 

A design methodology based on the Nonlinear Decoupling Method has been introduced to 

ease the construction of controlled stiff mechanisms. It has been shown that two alternative 

ways allow the symbolic derivation of control laws from (i) the dynamical model of 

mechanisms or (ii) directly from the Lagrangian. So, stable schemes with an arbitrary choice 

of dynamics can be specified by the designer. One advantage of the proposed approach is due 

to the fact that it can be easily implemented in the codes devoted to the analysis of mechanical 

system dynamics. This offers a way to overcome the complexity encountered in designing 

mechanical controllers that in tum would increase the number of potential users of today's 

CAD programs. 

References 

1. Ju, M.S. and Hsu, C.J.: Automatic modeling of mechatronic systems via symbolic approach. 
Mechatronics, 1(2) pp. 157-174,1991 

2. Vibet, C.: Research issues associated with the control of mechanism. Int. J. of Robotics and Automation, 
5(4) pp. 185-193,1990 

3. Freund, E.: A nonlinear control concept for computer-controlled manipulators. Proc. of IFAC Symp. on 
Multivariable Techn. Systems, Fredericton, Canada, N.Y. Pergamon Press, pp. 395-403,1977 

4. Freund, E.: On the design of multirobots systems. Proc. IEEE Conf on Robotics and Automation, pp. 
477_490,1984 

5. De Simone, C. and Nicolo, F.: On the control of elastic robots by feedback decoupling. Int. J. of 
Robotics and Autom., 1(2) pp. 6469,1986 

6. Tarn, T.: Bejczy, A. and Yun, X.: Robot arm force control through system linearization by nonlinear 
feedback. Proc. IEEE Conf. on Robotics and Autom., pp. 1618-1625,1988 

7. Tarn, T. and Bejczy A.: Software elements. Int. Encyclopedia of Robotics: Applications and Automation, 
Edited by R. Dorf, J. Wiley, pp. 1608-1626, 1988 

8. Tarn, T.: Bejczy, A.: Ganguly, 5. and Li, Z.: Nonlinear feedback methods of robot arm control: A 
preliminary experimental study. Proc. IEEE Conf. on Robotics and Autom., pp. 2052-2057,1990 

9. Haug, E.: Computer Aided Analysis and Optimization of Mechanical System Dynamics, NATO ASI, 
Iowa Univ, Aug 1-12,1983, Springer Verlag, 1984 

10. Haug, E. and Dayo, R.: Real-Time Integration Methods for Mechanical System Simulation. NATO ASI, 
Snowbird, Utha Aug 7-11 1989. Spinger Verlag, 1991 

11. Nivens, J.: Whitney, D.: Woodin, A.: Drake, 5.: Lynch, M.: Seltzer, D.: Sturges,R. and Watson, P.: A 
scientific approach to the design of computer controlled manipulators. Report R837, The Charles Stark 
Draper Lab., Cambridge, MA, Aug. 1974 

12. Vibet, C.: Position-Speed-Acceleration controller design. Electr. Lett., 22(7) pp 382-383,1986 
13. Asseo, 5.: Decoupling a class of nonlinear systems and its application to an aircraft control problem. J. of 

Aircraft, Vol 10 pp 739-747,1973 
14. Charbonneau, G.: Vinarnick, 5.: Neel, P.: Evariste, C. and Vibet, C.: Symbolic modeling of controlled 

mechanisms. Computer Methods in Appl. Mechan. and Engin., Vol 98, pp. 23-40,1992 
15. Cotsaftis, M. and Vibet, C.: A derivation of robot control algorithms from the Lagrange formalism. 2nd 

Int. Conf. on Robotics and Factories of the Future, San Diego, 1987. Edited by R. Radharamanan, 
Springer Verlag, pp. 461-465,1988 

16. Cotsaftis, M. and Vibet, C.: Lagrange formalism, decoupling method and control law generation. Int. J. 
of Robotics and Autom., 3(2) pp. 86-89,1988 

17. Cotsaftis, M. and Vibet, C.: Simultaneous derivation of control laws and of dynamical model equations 
for controlled mechanisms. Real-time Integration Methods for Mechanical System Simulation, Edit. by E. 
EIaug and R. Dayo. Springer Verlag, pp. 301-327,1991 



www.manaraa.com

271 

18. Cotsaftis M. and Vibet, C.: A direct application of the decoupling method on Lagrange formalism. J. of 
Robotics Research, 11(1), pp. 64-74,1992 

19. Murray, J. and Neuman, C.: ARM: an algebraic robot dynamic modeling program. IEEE Conf. on 
Robotics and Autom., pp. 103-114, 1984 

20. Leu, M. and Hemati, N.: Automated symbolic derivation of dynamic equations of motion for robot 
manipulators. Trans. on the ASME, J. of Dyn. Syst., Measur., and Contr., Vol. 108, pp. 172-179, 1986 

21. Muir, P. and Neuman, C.: Dynamic modeling of multibody robotic mechanisms. IEEE Conf. on 
Robotics and Autom., pp. 1546-1552,1988 



www.manaraa.com

Part 2 

Application Sectors 



www.manaraa.com

Implementation and Applications of Multidisciplinary 
Concurrent Engineering 

Robert G. Vos 

Boeing Aerospace and Electronics Company, Seattle, WA 98124, USA 

Abstract: Multidisciplinary concurrent implementation is presented from the perspective of 

practical software development. Model types from several disciplines are described, along 

with consideration of interfacing models for greater concurrency within an overall CAE 

integrated system. Supporting tools presented include integrated system simulation; 

multidisciplinary optimization; model synthesis and reduction; and sharing of tasks and data 

across a distributed computing network. 
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1 Introduction 

"Concurrent Engineering is designing and validating a total product, its manufacturing 

process, and its maintenance process, all at the same time." 

Although there are many definitions for Concurrent Engineering (CE), the above is 

perhaps one of the best. It is concise, and yet states the inclusiveness of CEo It implies that a 

good CE process ensures all of the "ilities" - analyzability, manufacturability, testability, 

maintainability, traceability, and reliability. 

This study institute emphasizes the mechanical engineering design technologies as a subset 

of CEo This lecture, in particular, deals with a technology which we will call 

"multidisciplinary analysis," and which more precisely deals with the integrated modeling, 

simulation and analysis of a multidisciplinary product. As we deal with the implementation 

and applications of this technology, we must be guided by the overall characteristics and 

objectives of CEo 

Multidisciplinary analysis is a fairly mature technology, relative to the other supporting CE 

technologies. Capabilities for this type of analysis have more than a decade of history behind 
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them. It should be noted that multidisciplinary analysis has depended upon, and used, many 

CE concepts even before they were recognized and promoted as such. In fact, concurrency of 

the disciplines is required for multidisciplinary analysis, simply to obtain valid results. 

It can be expected, therefore, that multidisciplinary analysis will be a major early 

contributor to CEo Some of these analysis tools have been used long enough to provide 

considerable experience in feasibility, user issues, and future directions. What remains is to 

incorporate additional technologies and to achieve a higher level of integration into the overall 

CE process. At the same time, of course, a broader base of CE acceptance must be achieved 

within the industry. 

The writer's CE experience derives largely from implementation and applications of 

multidisciplinary analysis software packages. The ISM (Integrated System Modeling) package 

is currently being developed by Boeing for the U.S. Air Force. Its predecessor, lAC 

(Integrated Analysis Capability), was originally developed for NASA space structure 

applications and was later expanded through Boeing in-house development. That work has 

been described in References 1 and 2. The ISM effort is integrating the structures, controls, 

thermal, optics, and multibody analysis technologies. Our development in this area now has a 

12-year development history and represents a total investment of 10 million dollars. 

Figure 1 shows a typical interaction diagram for multidiscipline spacecraft applications 

generally descriptive of directed energy, kinetic energy, and surveillance systems. Strong 

potential technology interactions are shown by the heavy arrows, weaker interactions by the 

lighter arrows. Required concurrency of the disciplines within the analysis process 

is obvious. 

This lecture will discuss several aspects of multidisciplinary analysis against the general 

backdrop of the ISM related implementation. Alternative approaches to system architecture are 

mentioned with some details of the approach used for ISM. Individual technologies and 

associated math models are described to identify differing characteristics and the modeling 

transformations which must be provided in developing the integrated solution paths. Details of 

the integrating framework and system simulation concepts are presented, followed by some 

applications which provide insight into concurrent analysis. Finally, some potential 

roadblocks to concurrent analysis are discussed, and some thoughts on future directions 

are given. 

2 System Architectures 

An ISM type of package can be viewed as providing two different but complementary 

software products: 
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Figure 1. Multidisciplinary Technology Interactions 

1. A specific interdisciplinary analysis capability having a set of interfaced technical modules 

that deal with, for example, the coupling of thennal, structures, and optics disciplines. 

2. A general framework product which serves as an "integrating base" whereby user groups 

can add desired analysis modules. ISM was designed to ease the task of interfacing other 

analysis modules as they are needed from individual discipline areas. 

The key building block for this type of package is the "module." The module is a self 

contained executable program with defined run-time parameters and using I/O files or data 

structures. The module can be driven by the system executive, is able to communicate with the 

system database, and can be incorporated along with other modules into an integrated 

task runstream. 

A somewhat different concept is exemplified by the CSM (Computational Structural 

Modeling) system under development by NASAlLaRC. The basic building block for CSM is 

at a lower level, i.e., the "utility." This is generally a computational subroutine with defined 
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calling arguments and perhaps files or data structures. It can usually be linked with other 

building block subroutines into a single executable module and can communicate with a 

system database. The CSM type of package tends to de-emphasize the concept of a 

system executive. 

Most multidisciplinary system architectures basically use one or the other of these 

approaches. A wide variety of such systems were developed during the 1980s and are 

summarized in Reference 1. 

2.1 Architecture Summary 

The ISM architecture is summarized by Figure 2. This figure is useful in viewing the current 

specific implementation as well as the more general framework capability. The architecture of 

the ISM executive is highly integrated, relative to some other analysis systems, in the sense 

that the executive provides several major functions within a single executable module. 

Referring to the functions shown at the top of the figure, the executive contains a general 

driver code to execute other application modules; an access controller to allow concurrent 

usage of databases; an input command processor which handles language syntax, prompting, 

help information, etc.; an extensive data/query management capability which allows the user 

to create, manipulate, and evaluate various types of data; and a generic data processor which 

provides several useful capabilities, including an interface between ISM and "foreign" module 

character-formatted data. In contrast to its highly integrated internal architecture, the executive 

is independent from any requirements of a particular application module, thus facilitating the 

substitution or addition of new modules into the system. The ISM concept for overall data 

organization and storage is summarized by the three data areas shown in the center of the 

figure. This is discussed more in the section on Data Management. 

ISM modules are executed via the executive program with user specified options for run 

parameters and ISM/module data flow. Groups of technical modules as shown on the left side 

of Figure 2 have been incorporated to provide a specific current analysis capability. On the 

right side of the figure are several other groups of modules associated with functions such as 

graphical data display, model building and viewing, inter-module data flow, mesh 

interpolation and special data handling, and management support for user owned software. 

Finally, as indicated at the bottom of the figure, multiple concurrent users may interface with 

ISM to perform both interactive and batch tasks. 

Design of the ISM architecture was driven by several considerations associated with the 

engineering nature and objectives of ISM. ISM was to be an interactive but in-depth 

computational package, applicable to the full range of design/analysis activity. There was a 

need to support a variety of different analysis and user groups, including both technical 
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Figure 2. ISM Architecture 

specialists as well as multi-disciplinarian types of engineering personnel, and involving 

diverse technical modules and analysis techniques. In addition, it was felt that the system 

should be designed to have a long life potential by emphasizing a modular construction and by 

catering to modem hardware and user interface concepts. 

2.2 User Interface 

In the past, developers have generally considered three basic user interface approaches -

command language, tutorial prompting, and alphanumeric or graphical menu selection. 

Recently, modem windowing technology has pervaded and complemented all of these 

techniques, and has also popularizep the graphical dialogue box. A powerful force in 

encouraging improvements has been the emergence of windowing and graphics standards. 

For workstation oriented engineering analysis, the X-Windows and Motif interface toolkit 

standards are becoming the most significant. These window based standards are enhancing 
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the user friendliness of today's interfaces and providing a common look and feel for users to 

more easily move from one system to another. Another significant benefit is the reduced 

programming resources required to create or port an interface. This, of course, has made 

software managers more willing to invest in a good interface. 

Work on the ISM graphical interface was begun before the availability of X-Windows, 

Motif, or even a Motif-like vendor specific capability. In retrospect, this work may have been 

started somewhat early since some of the supporting graphical interface "widgets" had to be 

temporarily developed and were later replaced by Motif. This early work did, however, allow 

an important CE type of assessment for the impact on other parts of the ISM system. The 

investment in the graphical interface is now having a significant, worthwhile return. 

The ISM user interface can best be understood and appreciated through an actual demo or 

hands-on use. However, an overview look at the interface is provided by Figure 3, indicating 

some typical concurrent windows. To support different user preferences and levels of 

familiarity, several interface options are provided. For the casual or less experienced user, a 

cascaded menu system is available, starting with the top level menu bar (Context, Data, etc.) 

shown at the upper left. This leads at the lowest level to approximately 60-70 individual 

commands (RUN, COMPUTE, SCALE, etc.). A graphical dialogue box is provided for each 

command containing scrollable lists, radio buttons, text input boxes, etc., as typified at the 

upper right. Some commands such as RUN have a lower level of selection, e.g., 30-40 

different sub-options such as RUN NASTRAN (lower left). For the more experienced user, 

the table of "pushbuttons" just below the main menu bar can access each command directly. 

For users with specialized or repetitive tasks, a "user menu" can be used. This capability can 

add to, delete from, or modify the list of user commands, and can save or recall a previously 

defined list. Finally, an experienced user with more complex tasks may choose direct 

command entry into the command text input window. Command journal files may also be 

saved and executed to automate the processing of detailed computational sequences. 

Other windows may be created, e.g., for informational and error messages or for detail 

printed output. The database editor may create windows which graphically display ISM data 

structures (tables, matrices, etc. including data and various labels) as exemplified at the lower 

right. Data edit options allow scrolling, entry/row/column/block cut and paste, and plotting. 

Some might conclude that command language interfaces have been obsoleted by recent 

windowing and menu/dialogue box techniques. Our experience indicates that this is not the 

case, for at least two reasons. First, the experienced user will often be able to define a task 

more quickly in command mode than in graphical mode. Second, and perhaps more 

importantly, the command language interface allows higher level task sequences to be defined, 

stored, and accessed in a flexible manner. Automation of repetitive analyses requires that tasks 

be accessed at a higher level of granularity once the lower levels have been tested and 

validated. The ISM interface allows a user to combine graphical menu/dialogue box and 
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command techniques. In fact, the graphical definition of a command automatically generates 

the corresponding textual command and displays it in a small window for user reference. The 

list of previously used commands is available in another window for editing and reuse, and 

the joumaling option can be activated to permanently record all commands for later reference. 

2.3 Data Flow Techniques 

ISM facilitates the flow of data between different modules or between a module and the user 

by providing a central database storage area, standard data structures and formats, and various 

data management tools. In order to serve the needs of diverse modules and users for 

communicating with a database, there are three different data flow techniques generally used 

by ISM or similar packages. Referring to Figure 4, these techniques are denoted respectively 

by the terms "integrated," "interfaced," and "generic." Each technique is useful for certain 

types of applications depending upon the particular module characteristics, the resources 

available, and current and future user needs. In describing these techniques here the emphasis 

is on dealing with already existing modules, but many of the same considerations apply even 

if a new module is being developed specifically for use within a multidiscipline system. 

"IN'IEGRA1ED" 

~ APPLICATION 
~ MODULE 

"IN'IERFACED" 

"GENERIC" 

IN'IERFACE 
MODULE 

lAC 
GENERIC DATA 

PROCESSOR 

Figure 4. Data Flow Techniques 

APPLICATION 
~ MODULE 

APPLICATION 
MODULE 

In the integrated approach, database read/write utilities are linked directly into the module 

along with any necessary code for conversion of data structures and formats. This approach 
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can be effective if a fairly mature module source code is available, programming personnel are 

familiar with the module code, and the current and future data flow requirements are well 

defined. Integrated data flow has been provided for ISM modules such as the DISCOS 

multibody code and the MIMIC model interpolation code. 

The interfaced technique uses an intermediate module, called an interface module, to 

bridge between the database and a module formatted binary file. (In some cases, especially for 

database-to-module flow, a character formatted file such as a module card image input file 

may be utilized.) This technique can be used effectively where module source code is not 

available or the software is difficult to modify, and the module is capable of reading or writing 

the required data via a module defined file. It is also helpful where users wish to save 

significant quantities of module computed data on an output file and then to decide at some 

later time which selected items of data are to be converted and stored in the database. Interface 

modules are used to provide data flow for ISM modules such as the SINDA thermal analyzer 

and the NASTRAN structural analyzer. In the case of NASTRAN, several different interface 

modules have been developed; some of these modules process NASTRAN generated binary 

files to extract computed nodal temperatures, static displacements, normal modes data, etc.; 

other modules use data in an ISM database to generate enhanced bulk input files for 

NASTRAN containing added data such as thermal load sets or constraint equations. 

The generic data flow approach is characterized by a human-readable character formatted 

file and user-in-the-Ioop control. The process tends to be less automated than for the 

integrated or interfaced technique, but provides considerable flexibility and may in some cases 

prove to be more efficient. As implemented within the ISM executive, the generic data 

processor provides the user with sophisticated tools for selecting and formatting the data to be 

read or written. Data may be selected based on criteria such as line numbers or groups, 

character positions or values, presence or absence of certain character sequences, or similar 

criteria applied to free-field data items within the line. The ISM generic data flow capability is 

often used to extract data from printed output files, e.g., NASTRAN stress data, so that the 

data can be queried and plotted. It is helpful in generating partial input files, e.g., a list of 

element or node point definitions from data available in the database. The generic technique 

has many other uses as well, such as in transferring data between two different types of 

host computers. 

Currently, most of the standard ISM modules and solution path operations are based on 

either the integrated or interfaced technique. The generic technique, however, has been found 

to be of considerably greater utility than originally envisioned. 
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2.4 Task Control 

The ISM executive was designed to pennit both interactive and batch tasks and to serve either 

as a master controller or as a slave to other application modules. ISM relies upon a host 

operating system feature to effectively support this design. A spawn feature (V AXNMS) or 

fork (Unix) pennits an executing module to pause temporarily and request that another module 

be executed, after which the initial module continues operation as though it had not 

been interrupted. 

ISM task control and relationships between the executive program and other modules are 

diagrammed in Figure 5. Each circle in the figure represents an execution either of the 

executive (each execution is associated with a logically independent program, having its own 

distinct workspace), or of one of the other application modules in the system. 

\ / 

-8-
/ " 

Figure 5. ISM Task Control 

The three circles on the left describe an interactive ISM job process. This process could 

involve a sequence of input data generation steps, technical and interface module executions, 

query and display of computed results,etc., all managed by the interactive master executive. 

A module such as the ORACLS controls code might, for example, execute interactively with 

the user to accomplish several preliminary design cycles for a spacecraft controller, with each 

cycle involving brief execution of a slave executive in order to query data or to update 
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database parameters and matrices. The master executive might then be used to initiate a batch 

job, e.g., to perform a more detailed fInal design analysis requiring more dynamic modes and 

correspondingly larger matrix computations. A batch job process is described by the circles at 

the right of the fIgure. Batch job capabilities are very similar to those of the interactive job, 

and modules within both types of processes may communicate with one another through 

concurrent accesses to a shared database. 

2.5 Data Management 

"Data management" is an old concept inherent in the creation and use of data itself, and data 

management software has existed in some form since the implementation of the earliest 

computer programs. Data management has become popularized in more recent years along 

with terms such as "database" and "query," and there has been a continued evolution in the 

sophistication of the associated software. The design of an integrated analysis system is 

influenced by considerations such as typical data group sizes, types, and processing 

sequences; computational effIciency as well as detailed query requirements; the user interface; 

and the data management techniques employed by existing modules. The ISM system 

implementation is characterized by several key data management features: 

a. Use of three major areas; 

b. A me oriented multi-user database; 

c. Standard data structures; 

d. A user specillc workspace; and 

e. Data manipulation and query capabilities. 

These features are discussed in the following paragraphs. 

Data Areas 

As summarized by Figure 2 and the associated overview section on ISM architecture, ISM 

provides communication between three types of data areas: (1) a special me oriented database; 

(2) a user specillc virtual memory workspace; and (3) the ordinary host computer me system. 

An ISM database is a permanent storage area containing a cataloged collection of ISM meso 

The workspace provides for direct user processing of ISM data structures (e.g., for data 

defInition, manipulation and query) as well as for support of the executive processing 

requirements. An ISM database or a host computer me may be accessible to many different 
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users, while the workspace is a private area accessible to a single user. Utilities provide for 

various types of data communication between the three major data areas. 

Database 

A schematic of the overall ISM database strategy is shown in Figure 6. Multi-user concurrent 

access to the database is supported by an activities file, which contains needed information 

(user name, access type, etc.) for each database file access currently in progress. This allows 

for the identification of, and protection against, user access conflicts which might occur. A 

conflict would occur, for example, if one user were attempting to read data which another user 

is in the process of writing or deleting. Conflicts between users are reported and, if possible, 

resolved through an automated repeat/wait cycle algorithm. It should be noted that access 

conflicts may be the result of erroneous or inappropriate user actions, e.g., an attempt to 

update a key file without informing other analysts. It is considered important to make conflicts 

visible by reporting them to the users involved. 

Host Directory 

Other I CATALOG I 
Database FILE 

DATABASE 

GOIICurrenc~ Versioning 
Cataloging 
Archiving 

Non-Database 
Files 

D~D 
D 

Figure 6. ISM Database Approach 

The catalog contains characteristics of all other files in the database, including titles and 

keyword identifiers, as well as pointers to the data file itself and to any associated user defmed 

textural information. Detailed catalog query capabilities provide an analyst with the ability to 

regain familiarity with existing data files and to verify the correct identity of a file prior to its 

use in further computations. As an illustration, a user could make a request to "list the file 
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name, creation date, creating module name, and title; for all database files created by SMI11I, 

after July 1990; which contain the keywords TRUSS, MODES, and/or 

CONFIGURATION2." Such query capabilities are also valuable in identifying groups of 

files, prior to performing operations such as copying, deleting, or renaming of the files. The 

catalog supports an automatic versioning capability for all database files. Versioning 

encourages backup against data loss, promotes recovery from some types of analysis errors, 

and helps users to differentiate between obsolete and current data 

The database contains two types of cataloged mes: 

1. "Unstructured files," i.e., files defined according to individual module formats. Examples 

are a NASTRAN checkpoint file, a DISCOS plot file, FORTRAN source or object code 

files, and the input card image or output printer files for any module. In order to maintain 

computational efficiency, these files are left in their original module defined formats 

without any ISM modification or appending of additional information. 

2. "Structured files," i.e., files defined according to ISM standard formats. These are also 

referred to as data structures and provide a common basis for communication between 

different modules or between a module and the executive. There are three classes of ISM 

data structures--ARRA Y, RELATION and USER. These classes are summarized in the 

Data Structures section below, and associated information is given in the later section of 

Data Manipulation and Query. 

Data Structures 

ISM data structures are consistent with the concepts of a file oriented database, a virtual 

memory workspace, and user hands-on access to data. Data structures are created and stored 

as individual files, and the system design emphasizes the independent self-contained nature of 

each file. Transfer of data between a database and a workspace often involves an entire data 

structure; however, the ISM data handling utilities allow for the option of transferring only 

selected subsets of data within the structure. Data group types, sizes, and associated 

identifiers are kept for all data groups but are stored separately from the actual data so as to 

improve computational efficiency and to simplify any user requirements for dealing directly 

with the data. The ARRAY, RELA nON and USER data structures all share a common record 

level format definition. This definition is simple enough to allow, if necessary, direct user 

processing of the data file outside of the ISM system. 

The ARRAY is probably the most important ISM data structure, but the RELATION 

serves many useful purposes. Typical examples for both are shown in Figure 7. The ARRA Y 

is effective for both computational and query purpose and is used in most of the ISM technical 

module interfaces. This structure is a generalization of vector and matrix type data and can be 
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considered to include the RELATION structure as a subset. The illustrative 2-dimensional 

ARRA Y in the figure contains transient nodal temperature and pressure data. The core of the 

general structure consists of one or more arrays of arbitrary order (e.g .• a matrix may be 

represented as a second order ARRAY). and each dimension (index) may be of arbitrary size. 

In order to facilitate user query of the data, each index may have an associated table consisting 

of one or more labels. Each part of the structure (Le .• label or array) can be referenced by 

name. An important feature of the ARRA Y is the ability to also reference data by index (ISM 

provides a linear array index as well as an index for each of the dimensions). The ARRAY 

data structure is used to handle much of the data for ISM modules and solution paths. e.g .• 

nodal temperature data. mode shapes. mass and stiffness matrices. displacement and stress 

data. and plant/controller definition matrices. 

Relation Array 

• Computational efficiency/relational query 
• Multidimensional arrays/labels 
• Large problem size 
• Cataloging. concurrent atcess 

Figure 7. ISM Data Structures 
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DOUBLE 
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FIXED 
VARIABLE 

The following are considered to be important operations for an engineering analysis 

oriented data/query manager. and are provided by ISM. 

1. Logical comparison between named variables and constants. e.g .• "X greater than 100." 

or "TIME most equal to 2.5." 

2. Logical comparison between different named variables. e.g .• fly most equal to ZIt or 

"NODE less than or equal to 210." 

3. Maximum/minimum selection. e.g .• "STIFFNESS equals maximum" or "X equals 

minimum subject to condition that NODE less than SO." 
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4. Set membership and list comparison, e.g., "KEYWORDS contains all of the substrings 

MASS, TRUSS, MARCH 1990" or "NODE in the set (25, 30, 71 through 90 

incremented by 2, 511, 519, maximum)." 

The ISM executive provides on the order of 50 commands associated with data 

manipulation and query. As discussed in the prior section on Task Control, all of these 

capabilities can also be accessed from within an application module via the SPAWN type 

of procedure. 

3 Technologies and Models 

We include here a brief description of several individual technology modeling characteristics. 

Not surprisingly, almost every major technology has developed its own preferred 

methodology. As we move toward a more integrated CE environment, we will need to 

identify and build on the common characteristics, develop better interfaces between 

technologies, and consider some new system modeling approaches towards which we 

can evolve. 

3.1 Structures 

The predominant characteristics of structural analysis today are derived from several key 

concepts: finite element modeling; dynamic modal techniques; the requirement for handling 

very large matrices; and support of CAD geometry, model generation and postprocessing 

tools. Model refinement for many applications is still limited by capacity and/or cost of 

available computing hardware. Because of this, less than desired accuracy may have to be 

accepted and, in fact, the accuracy or correctness of the solution may not be known. The "P

method" is an alternative finite element approach which has recently attracted more interest and 

recognition. It is based on a sequence of higher order shape functions and can be used to 

obtain convergence estimates. However, it is not well suited to handling irregular boundaries. 

As finite element models become larger and more concurrency is desired between the CAD 

geometric description and the structural model, ways must be found for defining large models 

in a more concise manner. One promising approach is to define a 3-dimensional finite element 

model in terms of only surface and cutting plane discretizations from which the analysis 

package can then construct its detailed internal math model whenever needed. 
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3.2 Thermal 

Although finite element methods have made some inroads into the thermal analysis 

technology, finite difference methods are still much more prevalent, at least within the 

aerospace industry. Actually, thermal analysis methods might better be described as 

depending on a "nodal network" approach. They do not generally have any kind of spatial 

metric superimposed on the model. Rather, thermal masses and various types of conductors 

are defined and lumped by the analyst based on the geometry, but the final model has no 

explicit knowledge of the spatial distances. This is a serious problem for communication and 

concurrency with other technologies. The problem will be discussed more in the section on 

Integrated Solution Paths. 

Thermal analysis really includes three subset types of analysis--conduction, convection 

and radiation. Radiation usually comprises a separate modeling/analysis step, prior to merging 

its effects into the overall conduction/convection/radiation model. Thermal analysis often deals 

with very large and highly interconnected models. The biggest cost, which is sometimes a 

prohibitive one for the desired level of modeling accuracy, is the high analytical "connectivity" 

of the radiation elements of the model. 

3.3 Controls 

A basic characteristic of the controls modeling process is that it, like the common thermal 

approach, does not use a spatial metric. In fact, it is generally considered as not having one. 

Of course, controller sensors, actuators, gyros, etc. have physical representations, but these 

representations are usually modeled only in terms of their effects. Physical mass, stiffness, 

thermal surface, etc. properties are generally left to the other technologies to model. There are 

several controls modeling techniques, including state space definitions, transfer functions, and 

a large emphasis on various types of frequency domain plots. 

For concurrency considerations, the state space model is most significant. In fact, the state 

space model probably ranks with finite element methodology in terms of significance to the 

total multidisciplinary analysts problem. Controls is often the last technology modeled in a 

sequential analysis process. Controls has often had the role of integrating the other models, 

implementing required mode selections and truncations, and performing the system 

simulation. The generality of the state space concept is an important enabling capability for the 

total system modeling. However, controls analysis tools are generally restricted in effective 

application by size, i.e., on the order of a one to two hundred degree of freedom. Large 

sparse matrix methods are absent, and software implementation approaches have obvious 

limitations evolved from having to consider only this size of problem. A major challenge for 
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CE is to utilize the general controls modeling techniques in an enhanced form which meets 

required multidisciplinary and modeling accuracy requirements. 

3.4 Optics 

Optics modeling deals with two major approaches -- ray-trace or "geometric" analysis, and 

wavefront or "physical" analysis. As the name implies, ray-trace optics considers light as a 

series of discrete rays which can be traced from surface to surface in terms of ray direction 

and path length. Wavefront optics treats light in a more physically represented manner, 

propagating the light in terms of its intensity and phase. Wavefront optics also can treat 

additional effects such as diffraction. Transformations between the geometric and physical 

representations are often performed, at a particular "phase front" or surface. Optics modeling, 

especially wavefront methodology, generally uses a rectangular grid of evenly spaced mesh 

points at which appropriate quantities are propagated through a series of reference planes 

and/or optical elements. Optics interacts with the structure through the motion and deformation 

of optical elements and with controls through the use of optical sensors to feed information to 

the controller. 

3.5 Multibody 

The term multibody refers to a system of two or more bodies, connected in such a way as to 

allow significant translations and/or rotations to occur between the bodies. Examples are 

robots, spacecraft with slewing appendages, and aircraft with movable aerodynamic surfaces. 

The multibody technology is often considered to be a combination of structures and controls. 

Controls analysts may be more interested in frequency domain simulations for evaluation of 

controller performance and stability. Structural analysts may be interested in both time and 

frequency domain simulations for evaluation of dynamic modal and static 

strength characteristics. 

Major concerns in multibody modeling have always been (I) accurate representation of the 

complex motion effects and structuraVcontrol interactions; and (2) high computational cost of 

the time domain simulations. The accuracy concern has largely been solved through various 

types of comprehensive and "exact" modeling approaches. The analyst will sometimes drop 

consideration of certain terms and effects in the formulation in an effort to improve 

computational speed, although any gains made here generally make only a linear contribution 

to cost savings. A major reason for increased cost in the time domain solution is that as the 

system motions take place and the configuration changes, the system modes are constantly 

changing. This makes it impossible to permanently eliminate any higher frequency modes 
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from the simulation, thus requiring a small and costly time step in the time integration. Major 

advances have been made in reducing the computational costs, Le., the recent "order n" or 

"order n2" algorithms; and the use of faster computing and/or parallel processing. 

From a CE standpoint, a multi body simulation may need to integrate within it the 

interactions of structures, controls, thermal and optics for spacecraft applications. For aircraft 

applications, the aerodynamics, structures and controls are interacting technologies. One of 

the important needs currently being addressed is the use of better graphical methods for 

visualizing rigid and/or flexible multibody motions. 

4 Integrated Solution Paths 

There are many solution paths, Le., multi technology or multi task analysis process, of 

interest in the CE environment. We describe a few of them in this section. Important 

considerations are the technical interactions, the availability of appropriate technical modules, 

communication between the different types of models and meshes, and the practical formatting 

and flow of data among all of the solution path components. This section is concluded with a 

discussion of the subject of model synthesis and reduction. This subject is crucial to 

successful CE analysis and may very well be one of the most important CE research areas yet 

to be fully developed. 

4.1 CAD/Thermal 

CAD/thermal might not be considered a true analysis solution path because it explicitly 

involves only a single analysis technology. However, it does involve the integration of CAD 

and finite element technology along with the thermal analysis methodology. 

The left side of Figure 8 describes the thermal modeling process at issue. There are two 

main analysis branches here - the radiation analysis, which is sort of a pre-analysis step for 

the purpose of generating the "radiation conductor" definitions; and the main thermal analysis 

which includes the combined effects of conduction, convection, and radiation. The basic goal 

in this solution path is to automate the building of the models and the post processing of the 

results. Since thermal analysis packages are usually deficient in geometric model building and 

CAD-type packages are well suited to automatically generating finite element models, the 

solution path represents a good marriage of the two capabilities. 

In the ISM implementation approach, two different but compatible finite element 

thermal models are constructed. The first model emphasizes radiative surface definitions 

which can then be mapped onto the representations of the radiation analyzer. This mapping is 
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Figure 8. Thennal Modeling and Thennal Loads 

conceptually straightforward but requires that the radiation analyzer have a simple quadrilateral 

type of element in its library. The radiation analyzer then generates lumped node and radiation 

conductor definitions for the ovemll analysis. The second model includes both 2-D and 3-D 
aspects so that conduction and convection chamcteristics can be represented. A fmite-element 

to nodal-network converter performs the lumping of the finite element material into the 
required nodes and generates appropriate conductor values. Then, both network models are 

combined and the ovemll analysis is performed. 
There are two alternative network/finite-element mapping approaches. One approach 

basically genemtes nodes at the centroids of the elements; this leads to a narrowly bonded set 

of equations. The other approach genemtes nodes at the element vertices and finite element 

consistent network conductors; this leads to a considembly larger bandwidth in the equations 

with correspondingly higher solution cost but also additional accumcy. 

The final step involves postprocessing to plot thennal contours, etc. Here again, the CADI 
finite-element capabilities are used. Thermal network results are interpolated back to the finite 

element model using spatial interpolation algorithms and supporting data which was genemted 

in previous mappings. 
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4.2 Thermal/Structural 

The purpose of this solution path is to detennine thermal deformations and stresses on a 

structure. The overall flow path is conceptually straightforward and is shown at the right side 

of Figure 8. The thermal analysis is performed fIrst, temperatures are interpolated from the 

thermal mesh to the structural mesh, thermal loads are generated in the format required by the 

structural analyzer, and the static deformation/stress analysis is performed. 

Even if both the thermal and structural analyses used a fmite element solution approach, an 

interpolation would generally still be required because thermal and structural mesh idealization 

requirements are usually not compatible. A spatial interpolation is commonly used, but special 

techniques must be included to handle cases such as 2-dimensional members in a 3-

dimensional space (e.g., a space truss), and meshes with large aspect ratios. The automated 

interpolation process provides a major cost savings. Also important is the automated 

generation of the thermal loads on the structure, especially if composite materials with 

temperature gradients through thickness are considered. 

The thermal effects are usually considered to be static. It is possible, in certain types of 

spacecraft under solar heating, to realize thermal/dynamic interaction which may lead to 

instabilities. There, the thermal deformations can usually be treated in a "quasi-static" manner. 

They are detennined a priori, generally converted to modal deformations, and superimposed 

on the dynamically deforming structure. 

4.3 Structural Dynamics/Control 

This can be a fairly straightforward path if the system is linear and the controller is simple. 

The dynamic model is built and mode shapes and frequencies are determined. Desired 

measurements for the structure, or "plant," are defIned and the second order modal 

representation is converted to the fIrst order state space form: 

x = AX + BV + F (X,V) 

y = ex + DV + G (X,V) 

where X is the state vector, X are the state derivatives, V are the external disturbances, and Y 

are the measurements. The matrices A, B, C, V defIne the linear plant. If nonlinearities are 

present, terms are added via the functions F and G to represent these effects. 

The controller defInition is then added. It may be represented as a separate set of matrices, 

interacting with the plant inputs V (controller outputs) and plant outputs Y (controller inputs). 

Alternatively, a synthesis of the plant and controller can be accomplished, leading to a single 



www.manaraa.com

295 

system set of matrices having the same form as those above. In either case, the equations can 

be used to perform various types of time or frequency domain analysis. 

4.4 Structural/Controls/Optics 

This path could be applicable to large telescopes, surveillance systems or directedlkinetic 

energy weapons, and is described referring to Figure 9. The modeling may be considered to 

begin with the structure, for which modal results are computed and stored in the database. 

Using the structural geometry, optical sensitivities are computed which provide relationships 

between structural deformations and optically significant parameters, e.g., sensor inputs. 

Sensors and actuators, which may have internal dynamics (physical or electrical) of their own, 

are modeled. Combining the structural, optical sensitivity, sensor and actuator models 

produces the linear or nonlinear system plant models. The controller is then designed and 

superimposed, and the required time and/or frequency domain analyses are performed. 

Detailed performance may be analyzed, usually with the aid of graphical procedures. This is a 

postprocessing step for directed energy weapons in which the wavefront is accurately 

propagated to the target. 
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The steps in the somewhat complex process must generally be done in an iterative, and 

hopefully CE, manner to obtain an optimum design. More general accuracy/interaction issues 

are discussed in Section 4.6, on model synthesis and reduction. 

4.5 Structural/ControIlMultibody 

A brief summary for this path is given here, with the aid of Figure to. There are four key 

parts to this path: structural modeling for each individual body in the system; determination of 

modes and frequencies, again for each separate body; the multibody modeling and simulation, 

including controller definition and body interconnections; and graphical visualization of the 

deformed geometry and other results. 

Structural Modeling Multibody Simulation 

• ISM executive 
• Database 
• Interfaces 
• Utilities 

Visualization 

Figure to. Structural/Control/Multibody Path 

Body/modal interconnection strategies, and multibody solution algorithms are entire topics 

in themselves and will not be addressed here. However, two implementation approaches to 

the multibody software architecture associated with the roles of the controls and structures 

technologies, should be mentioned. First, it is significant in the CE context that specialists 

from two different technologies--structures and controls--are generally involved in using 

multi body codes. The controls analyst may be interested mainly in controller design and 

performance and may view the structure as simply a one-time source of mode definitions. 

The structural analyst may be interested in strength and dynamic design characteristics and 

may view the controller simply as a source of external disturbances. Thus, the structural 
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analyst tends to prefer a multibody code emphasizing the dynamic and interconnection effects 

and fmds it useful to have callable access to a few simple controller definition subroutines. 

The controls specialist, and perhaps the system analyst as well, prefers to have a detailed 

controls module in charge of the computational and time integration algorithms and would like 

the dynamic plant defmition available at each time step as a callable subroutine. To meet both 

needs, it is very desirable to have the architecture of a multibody code designed so that it can 

act either as a self contained overall analysis package or as a cleanly callable subroutine. 

Without this generality, a multibody code will not reach its full potential user group. 

Graphical visualization is especially important in the multibody area because of the 

complex system/body interactions. Adequate capabilities are only recently becoming available. 

A key requirement is that both rigid body and flexible deformations be described in a 

combined fashion. Since flexible deformations tend to be much smaller than the rigid, flexible 

components must be scaled for visibility. On the other hand, it is desirable, if possible, to 

avoid having true rigid bodies appear to be deformed. A range of visualization capabilities, 

from stick-model or wire-frame to full 3-D with hidden surface features, is also useful. 

4.6 Model Synthesis/Reduction 

A multidisciplinary CE analysis approach, to be successful, must have a common 

mathematical description in which all technology models can be represented. Since 

multidiscipline models tend to be large, the approach must also provide an appropriate model 

reduction process. The first requirement is generally met by a first order state space 

formulation, which provides a clear, consistent representation for all of the component 

technology models. An automated way of synthesizing (combining) these models into the 

system model is also needed. The main task here, aside from organizing the storage and 

access to all models, is the handling of the model interfaces including connectivities 

and constraints. 

The requirement for model reduction is necessary to maintain practical computational 

costs. Reduction is typically implemented at the individual technology model level just before 

these modals are merged into the system model. Guesses and approximations must often be 

used, trying to avoid truncation of the component models in such a way as cause significant 

loss of system level effects. This current approach has evolved for two reasons: flISt, because 

the technologies do not operate in a CE mode, and therefore the interfaces must be kept 

simple; and second, because today's methods for handling very large models, even 

temporarily prior to reduction, are not adequate. 

An improved synthesis/reduction approach is badly needed. It must allow the synthesis to 

be moved upstream and'the reduction moved downstream within the total analysis process. Of 
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course, this is a natural strategy for CE to allow more interactions between the disciplines and 

to achieve a more accurate and optimum result. To accomplish this, there must be several 

process improvements: more concurrency between the technologies, extending within a 

practical industry environment to the contractor/subcontractor relationships; more acceptance 

of common supporting tools, including software, databases, and state space type models; 

better computational utilities for handling very large models; and a more accurate CE strategy 

for model synthesis/reduction. 

5 Applications 

ISM and related Boeing integrated analysis capabilities have been used to support a variety of 

applications. Although time and space do not allow detailed descriptions, some examples are 

briefly mentioned here to give further insight into typical solutions paths. 

A recent ISM thermal/structural application involved a space-based antenna having severe 

shape control requirements and subjected to solar radiation. Approximately 20 different 

thermal radiation load cases were considered, representing different orientations relative to the 

solar input. The SINDA thermal analysis module was used, and NASTRAN was run to 

compute thermal stresses and deformations. Automated thermal-to-structural interpolation and 

NASTRAN thermal load generation resulted in an estimated 60% labor savings over 

previously available approaches. 

An interesting target/decoy discrimination study was performed using a thermaVdynamic 

solution path. The concept is for a directed-energy weapon to beam energy onto the target or 

decoy for a very brief time period (less than a millisecond). This causes rapid heating and 

associated dynamic vibrations. The vibration frequency and/or amplitude content can then be 

measured using an interferometer type of device. A real-time analysis of the results can 

theoretically allow discrimination between target and decoy. The ISM solution involved a 

thermal analysis, thermal load generation on the structure, and dynamic time and frequency 

response analysis. 

An ISM dynamic/optics solution path was used to evaluate the optical performance of a 

multi-component vehicle under severe external disturbances. This was a typical aerospace 

contractor/subcontractor application, in which each vehicle component affecting the optical 

performance had been analyzed separately by the associated contractor. Total performance 

was estimated by simple addition of terms. When a concurrent analysis of the total vehicle 

was performed, it was found that there were significant component interaction effects not 

previously identified due to structural interface flexibilities. The critical location of the 

flexibilities relative to the optical train resulted in an optical performance 10 times less than 
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previously estimated. These effects were identified early enough in the program to allow them 

to be included in the vehicle design iterations. 

A serious anomaly occurred during an early flight of a key spacecraft. The anomaly was 

associated with the propulsion system, but the exact cause was unknown. An integrated 

analysis capability was used to perform approximately 100 different structural configurations, 

load cases, and "what-if' scenarios within the time span of a very few weeks. The integrated 

database and graphical plotting capabilities were essential in supporting modeling and 

evaluation of these scenarios. The results allowed design and manufacturing changes to be 

made in a timely fashion, minimizing the down time and increasing future quality assurance. 

These and other applications indicate the value of integrated, multidisciplinary, and/or CE 

analysis capabilities. Such applications sometimes follow standard solution paths which can 

be provided in a well developed, automated form. Other applications tend to be 

unconventional, such as the previously mentioned thermal/dynamic or anomaly investigations, 

for which a modular toolkit of capabilities must be provided to the user for developing a 

specific solution path. 

6 Roadblocks to Concurrent Applications 

The roadblocks mentioned here have been identified through analysis and training 

applications, or from experience in developing integrated analysis software. Undoubtedly we 

will face other challenges as CE implementations evolve further. 

A roadblock that immediately comes to mind is the still existing diversity of software tools 

and "standards." Within the U.S., for example, there are probably at least ten major structural 

analysis codes, each with a significant following. There are almost that many major thermal 

analyzers. Costs for the user leaming curve, in moving from one analysis package to another, 

often seem to be a waste of valuable resources. It is well and good to speak of standard 

formats and generic data flow interfaces but, in the end, interfaces need to be implemented. 

Existing data flow patterns can be a tremendous help, but the required resources for 

implementing such interfaces are still significant. 

Some of the commercial integrated analysis companies have tended to compound this 

problem. In their natural desire to create a more consistent and integrated system, to avoid 

royalty payments for themselves or for their users, or simply to gain more control over future 

software development, these companies often develop entirely new single-discipline analysis 

packages. The desire to make product improvements and to avoid dealing with 10 different 

existing packages is quite understandable. The result, however, is usually the creation of an 

11th package. 
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Some roadblocks remain in dealing with computer operating systems or software 

development toolkits. We have seen progress in graphics standardization, although much 

more is desired. Recent developments in the area of operating systems seem to be a step in the 

right direction. At this time, we must deal with two Unix flavors--Berkeley and AT&T 

System V. A recent proposed solution is OSF-l Unix. In the near term this will unfortunately 

result in three Unix flavors, in addition to which each will have sub-varieties depending on the 

particular vendor's options and system utilities. 

Hardware limitations will always be with us. Computers for CE applications will 

obviously be needing more speed, memory, and external storage. A few years ago, it seemed 

that speed was the primary roadblock. In the writer's opinion, memory is now the primary 

limitation, which in tum adversely impacts large-problem computational speed. 

Organizational and political roadblocks to CE have always existed. Undoubtedly there are 

fears that the new philosophy will take away local control over hardware and software 

selection, modeling decisions, and analysis methods. Even though software tools are costly to 

develop, organizations often have a pride of ownership in creating and maintaining their own. 

If integrated tools are to be developed, it is difficult for one technology organization not to be 

assigned the lead in software development. If participation in the requirements definition and 

implementation phases is not achieved, ownership roadblocks will discourage use by the 

other technologies. 

There is often a conflict between specific tools and the more general, integrated packages. 

This is often apparent in coordination between the technical specialist and the more system

oriented multidiscipline analyst. In performing only a single standalone task, the specific tool 

may very well be justified on the basis of efficiency. In fact, there are always the software 

"dis-integrators," who have reason to extract pieces from an integrated system and modify 

them for a specific task. The difficulties occur in a CE environment when the standalone task 

needs to communicate downstream with other tasks, or when enhancements to the integrated 

capabilities are developed and the dis-integration must be repeated. 

At the company level, proprietary restrictions necessarily inhibit the total implementation 

of CEo There may be an unwillingness to share data, analysis tools, or process concepts. This 

roadblock can be somewhat circumvented by careful attention to the contracting relationship 

and concentration on the "what" of the product rather than the "how." This problem is 

especially true in government/industry relationships because of the understandable desire by 

government to establish improved quality at lower cost, detailed product definition, and 

flexibility in downstream procurement options. 
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7 Future Directions 

In spite of the inherent roadblocks, CE seems destined for continued rapid growth and 

acceptance. CE is not the answer to all problems, and it remains for each project to implement 

its processes in an effective manner. The trade offs must be evaluated, and CE and/or 

sequential approaches must be used where most appropriate. 

An obvious future direction is the continuing growth of standards. X-Windows, Motif, 

Phigs/PEX, and NCS/NFS type capabilities are examples in the graphics and networking 

areas. OSF-l may become the standard Unix system, but not in the near future. IGES will 

continue to be a prominent CAD data exchange standard, and PDES will probably evolve 

slowly as a more comprehensive tool for product definition. The SQL data query format will 

probably evolve and become more widely used. A higher level graphics based system for 

executing modules and establishing task and data flow control is likely to evolve to a standard 

form. In general, there will be a strong drive for standardization to be applied to any CE 

related function which is common across hardware platforms, technologies, task executions, 

data management, or data visualization. 

A broader based standard networking approach can be expected, addressing 

communication protocols, binary data flow, task control, and synchronization across 

computing hardware. 

A higher level of integration and formalization is to be expected as integrated analysis 

packages are combined with design, manufacturing, testing, and maintenance functions. 

Continued commercialization of analysis capabilities can be expected. We will likely see 

fewer new software packages related to CE analysis, either for individual technologies or for 

integrated analysis. The high cost of software development and reduced funding levels will 

encourage the evolution, commercialization, and shakeout of existing packages. There will 

always be initial room for new software to support new emerging technologies, but such 

software should be expected to quickly merge with existing broader-scope packages. 

A future direction we would certainly hope for is a broader and more effective 

government/industry partnership in implementing and using CE technology. As the largest 

customer for CE technology, the government must have a major role in sponsoring joint 

industry efforts, encouraging standards, and leading the move toward world 

product economy. 
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Abstract: The design of automotive systems using simulation tools features cost reduction 

and quality enhancement. This paper presents two basic approaches. The first approach deals 

with the application of CAD data bases to the evaluation of input data for multibody system 

formalisms, most adequate for automotive system modeling. An object oriented data model 

for multibody systems is presented. The second approach covers the development of an 

integrated simulation tool for automotive vehicles and the corresponding animation facilities. 

Driving comfort is related to the human perception of mechanical vibration. A companion 

paper deals with the optimization of automobile parameters using the multibody 

systems approach. 

Keywords: CAD data base / object oriented data model/modeling / multibody systems / 

equations of motion / vehicle dynamics / simulation / animation / driving comfort 

1 Introduction 

The strong worldwide competition of automotive industries results in a large variety of 

automobiles to be developed in shorter and shorter periods. Thus, the classical method of 

automobile design via intensive experimental testing of prototypes is no longer economically 

feasible. Therefore, the dynamical behavior of a vehicle has to be simulated during the 

development process simultaneous with the overall design of the automobile. Most of the data 

for dynamical modeling and simulation are available in the CAD data base, blueprints and 

drawings may be omitted. This advanced method is part of Concurrent Engineering (CE) 

defined as an approach for designing and validating a product, its manufacturing process, and 

its quality control, all at the same time, see Figure 1. In particular, Concurrent Engineering is 

superior to the traditional sequential engineering with respect to the time required for the 

development of a new product. An integrated information processing results in an essential 

time saving, Figure 2. 
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Figure 2. Sequential versus Concurrent Engineering 
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The dynamical analysis of an vehicle system is characterized by 

modeling as a multibody system, 

generating the equations of motion, 

simulating the trajectories of the generalized coordinates, 

animating the vehicle system by moving pictures and 

evaluating the dynamical performance by adequate criteria. 

Related to the dynamical analysis are the following computational aspects: 

CAD software for the modeling, 

CAE formalisms for generation of equations, 

ODE and DAE integration codes for simulations, 

computer graphics for animations and 

signal analysis and optimization codes for evaluation of the performance. 

In a first step, a unique description of all the elements of a multibody system is required. 

Using an object oriented software approach, the data of multibody systems elements are 

defined independently of the formalism applied for the generation of equations of motion. It 

will be shown how element data are extracted from the original CAD data of a vehicle. In 

particular, the design process and the dynamical analysis of the vehicle can be 

handled concurrently. 

It has been proven that symbolically generated equations of motion are computationally 

more efficient than numerically derived equations of motion. This is valid not only for time 

integration during simulation but also for parameter variation during optimization or 

sensitivity analysis, respectively. The formalism NEWEUL will be presented in detail. Open 

and closed kinematical loops in multi body systems will be considered with respect to 

computational efficiency most important for simultaneous engineering applications. 

Automobiles are highly nonlinear dynamical systems which may be investigated by 

numerical simulation or by linearization techniques resulting in eigenfrequency analysis. For 

the numerical simulation the available integration codes have to thoroughly tested and 

implemented in software packages. Usually more than one code is required to handle all the 

different problems in vehicle system dynamics. The choice of the computer code may be made 

by the user or the software system, respectively. Due to the nonlinearity, the simulation 

results show usually very irregular or chaotic motions. Then, signal analysis techniques from 

nonlinear dynamics have to be included in the investigation. This is also true for the strength 

evaluation requiring stochastic methods from material sciences. 

U sing the CAD data of automotive systems and the time histories of the generalized 

coordinates, the motion can be made visible by animation. This is a favorable approach for 

checking the simulation and to obtain a general idea of the motion. However, for an 

engineering improvement of a highly developed system like an automobile, special criteria for 

rating are necessary. Two of the most essential criteria are the riding comfort and the riding 
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safety. The comfort is related to the human perception of mechanical vibrations while the 

safety can be rated via the vertical dynamic tire load. It will be shown how the fIrst criterion 

may be introduced in the Concurrent Engineering process, too. 

The fInal step, fmding optimal parameters for the automotive system, will be treated in the 

companion paper by Dieter Bestle entitled 'Optimization of Automotive Systems: 

2 Multibody Systems Modeling 

Road vehicles can be modeled properly as multibody systems for the design and the analysis 

of components like suspensions, attitude controllers, shock absorbers, springs, mounts and 

steering assemblies as well as brakes and antiskid devices. The complexity of the dynamical 

equations called for the development of computer-aided formalisms a quarter of a century ago. 

The theoretical background is today available from a number of textbooks authored by 

Wittenburg [1], Schiehlen [2], Roberson and Schwertassek [3], Nikravesh [4], Haug [5] and 

Shabana [6]. The state-of-the-art is also presented at a series of IUTAM/IA VSD symposia, 

documented in the corresponding proceedings, see, e.g., Magnus [7], Slibar and Springer 

[8], Haug [9], Kortiim and Schiehlen [10], Bianchi and Schiehlen [11], Kortiim and 

Sharp [12]. 

In addition, a number of commercially distributed computer codes were developed, a 

summary of which is given in the Multibody Systems Handbook [13]. The computer codes 

available show different capabilities: some of them generate only the equations of motion in 

numerical or symbolical form, respectively, some of them provide numerical integration and 

simulation codes, too. Moreover, there are also extensive software systems on the market 

which offer additionally graphical data input, animation of body motions, and automated 

signal data analysis. There is no doubt that the professional user, particularly in the 

automotive industry, prefers the most complete software system for dynamical multibody 

system analysis. 

2.1 Elements of Multi body Systems 

The method of multibody systems is based on a finite set of elements such as 

• rigid bodies and/or particles, 

bearings, joints, and supports, 

• springs and dampers, 

active force and/or position actuators. 

For more details see Reference [2] or Roberson and Schwertassek [3]. Each vehicle can be 

modeled for dynamical analysis by these elements as a multibody system, Figure 3. 
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Figure 3. Multibody Model of Vehicle 

The elements have to be characterized by body-fixed frames, Figure 4. Then, the absolute 

and relative motion can be defined by the frame motion using the kinematical quantities of 

3xl-translational vectors rand 3x3-rotation tensors S. The description of joints, Figure 5, 

requires two frames, one on each of the connected bodies. The joints constrain the relative 

motion between two rigid bodies and, as a consequence, reaction forces have to be 

considered. Figure 6 shows the reaction forces f r and the reaction I r of a revolute joint in a 

free body diagram. A library of standard joints is shown in Figure 7. For more details see 

Daberkow [14]. 

2.2 Multibody System Datamodel 

The German Research Council (DFG) sponsored by a nationwide research project the 

development of a multibody system datamodel, too. In this project, 14 universities and 

research centers have been engaged and all of them agreed on the datamodel [15]. 
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relative motion of 

two frames 

Figure 4. Two Rigid Bodies and Body-Fixed Frames 

Figure 5. Joint between Two Rigid Bodies 

................. 

Figl;lfe 6. Reaction Forces and Torques of a Revolute Joint 

'. 
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e revolute 
k 1,3 ek,3 

\ t -: = 0 ; Ski = akl; 

~e/'2 
e ek,2 

k,' 
ke/,' 

translational 

k e/,3 ek,3 

rkl = ['rJ ; Ski = E; fG = 1 

ek,2 

cylindrical spherical 

k e /,3 
ek,3 

k e /,3 ek,3 

['kI 'J rkl = ~ ; Ski = akl; fG = 2 

ek,2 ek,2 

kef,' 

universal planar 

unconstrained rigid 

Figure 7, Library of Standard Joints 

The datamodel has been defined as a standardized basis for all kinds of computer codes by 

Otter, Rocke, Daberkow and Leister [16]. The following assumptions were agreed upon: 

1, A multibody system consists of rigid bodies and ideal joints. A body may degenerate to a 

particle or to a body without inertia, The ideal joints include the rigid joint, the joint with 

completely given motion (rheonomic constraint) and the vanishing joint (free motion). 

2. The topology of the multibody system is arbitrary. Chains, trees and closed loops 

are admitted. 
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3. Joints and actuators are summarized in open libraries. 

4. Subsystems may be added to existing components of the multibody system. 

A datamodel for elastic bodies is under development and will be completely compatible with 

the rigid body datamodel. 

A multibody system as defined is characterized by the class mbs and consists of an 

arbitrary number of the objects of the classes part and interact, see Figure 8. 

frame 

--
part 

/ 
/ 

........... -<-

interact 

part 

part reference 
frame 

Figure 8. Multibody System to be Represented by the Datamodel 

The class part describes rigid bodies. Each part is characterized by at least one body-fixed 

frame, it may have a mass, a center of mass and a tensor of inertia summarized in the class 

body, Figure 9. 

The class interact describes the interaction between a frame on part a and a frame on 

part b. The interaction may be realized by a joint, by a force actuator or a sensor resulting in 

the classesjoint,force or sensor, respectively. Thus, the class interact is characterized by two 

types of information: the frames to be connected and the connecting element itself, see 

Figure 10. 

As an example for an element of the class joint and the class force Figure 11 shows 

a damper. 

The presented classes ,are the basis of the class mbs which means the assembled vehicle. 

The model assembly using the datamodel is now easily executed. Figure 12 shows the whole 

procedure. According to the definitions, the datamodel represents holonomic, rheonomic 

multibody systems. 
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I Technical system I I multlbody model I class description 

I~part 
~me ICiass I description 

I mass properties of part 
frames on the part 

I Technical system II multlbody modal I 1 .... __ cl_ass_d_ascrI_pt_lon __ -..I1 1'--__ ob_l_act_of_Cl_ass __ ----J 

name Itype ldescrlptlon M1 

d~m mass of body 
mass 

0.418 mass 

mframe name· c.o.gframe mframe II 

Inertia dparam(6) Inertia tensor 111,122,133,112,113,123 

Iframe tensor frame 
Inertia 

113.0,1296.49,1380.67 name 

Iframe II 

I Technical system II multlbody modal I .... 1 _~class_descrl __ ptl_on __ ....J1 .... 1 __ ob_!act_of_Cl_ass __ -, 

I Class: frame 

.~ -I~ I description rframa II 

V:: name raferanca fro L1,1.2,L3 

dparam(3) frame origin 
origin 

-44.21,0.0,0.0 

axlaaaq InI(3) rot. saquanca axlaaaq 1,2,3 

rangles dparam(3) rotation angles AL,BE,GA 
rangles 

0.0,0.0,0.0 

Figure 9. Definition of Class Pan 
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I Technical system I I mUltlbody model I class description 

I class: Interact 

name IClass I description 

frames to be connected 

connecting element 

I class: connect 

name IClass I description 

apart name name of apart 

aframe name name of aframe on apart 

bpart name name of bpart 

bframe name name of bframe on bpart 

I class: member 

name I class I description 

joint joint joint element on Interact 

force FORCE force elements on I'act 

sensor SENSOR sensor elements on I'act 

Figure 10. Definition of Class Interact 

I Technical system I I muitibody model I class description 

I class: dampert 

name Itype I description 

I subclass of (force) 

d I param I damping coefficient 

Figure 11. Definition of Class Dampert 
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a) Creation of objects of class part b) loading an additional object of class part 

c) All objects of class part are loaded d) Generation of an object of class force 

e) assembled object of class mbs f) Exchange of graphic entity for Inertial part object 

Figure 12. Model Assembly of a Van 
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2.3 The Database RSYST 

The scientific-engineering database system RSYST is chosen as a software tool. It 

supports the 

development of user programs, 

development of program packages, 

• execution of programs, 

handling of large data sets, 

• analysis of data. 

One of the main applications of RSYST is the compilation of data and user programs. 

RSYST is written in FORTRAN 77 and, therefore, it has an excellent portability to all kinds 

of computers. The fundamental elements of RSYST are the following: 

execution control, 

information system, 

dialogue system, 

output handling, 

dynamic storage handling, 

• method and model base, 

• database. 

The RSYST system has been developed by Riihle and his staff at the Computing Center 

of the University of Stuttgart. A detailed description is given by Lang [17], Loebich [18] and 

Riihle [19]. 

Most important for the multibody system datamodel are the RSYST database and the 

handling of data objects. All the data in RSYST are considered as objects of a database. Such 

data objects are, for example, vectors, matrices, sets of parameters, texts, or formally defined 

objects. The data objects are stored in the RSYST database subject to a very efficient 

handling, they are identified by special names. 

Each data object in the RSYST database is characterized by a data description, identifying 

the data type. The data description permits a correlation between data objects and 

possible operations. 

RSYST offers the following operations on data objects which are completely 

internally executed: 

object generating, 

• object changing, 

• object deleting, 

• object listing, 

objects relating to each other, 
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• objects storing and reading, 

• handling of components of objects. 

The objects have to be interpreted for the identification of theiT information. A set of objects 

with same rules of interpretation are called a class specified by a name. For example, the four 

components "rframe, origin, axleseq, rangles" of the class ''frame,'' are shown in Figure 9. 

The database RSYST offers a suitable software engineering concept for multibody system 

dynamics as shown in Figure 13. 

I User Interface, CAD I E-c 
00 

I Fonnalisms I ~ 
00 
~ 

I Simulation I ~ 
00 
-< 

I 
~ 

Graphical Output I -< 
E-c 
-< 

~ Analysis, Optimization I ~ J 
Figure 13. Software Engineering Concept of Multibody System Dynamics 

This concept provides the opportunity to use a modular structure of the software, 

i.e., different multibody formalisms may be combined with different simulation programs via 

standardized interfaces. 

The database structure of the assembled van presented by Figure 12 is shown in 

Figure 14. It is obvious that the two identical front wheel assemblies result in identical data 

input. In particular, different designs can be easily implemented and tested. 

The object-oriented multibody system modeling can be included in any CAD-3D-software 

by minor adjustments. The object-oriented multibody modeling kernel, shown in Figure 15, 

handles the data input and dialog the data output, the storage of mbs data and the 3D-graphics. 

As a result, the CAD)D and CAD-2D model files are supplemented by a multibody 

model file. 
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frame iframe of part inertial 

van-body 

frame of joint left front vheel of part 
van-body 
frame of joint right front vheel of part 
van-body . 
frame of joint rearaxle of part van-body 
frame of spring-damperforee left front vheel 
frame of spring-damperforee right front vheel 
frame of spring rearaxle left 
frame of damp~ rearaxle left 
frame of spring rearaxle right 
frame of damper rearaxle right 

left front vheel --------------+ 
I 

frame of joint vanbody of part left I 
front vheel ---------------------1-+ frame of spring-damperforee vanbody ---1-1-+ 
frame of springforce left front vheel ~1-1-1-+ 

I I I I 
right front vheel ----------------+ I I I 

I I I 
frame of joint vanbody of part right I I I 
front vheel ---..,-------------------+ I I 
frame of spring-damperforce vanbody -------+ I 
frame of springforce right front vheel ------+ 
rearaxle 

frame bodyframe of part rearaxle 
frame of joint vanbody of part right front 
vbeel 
frame of left springforee vanbody 
frame of left damperforee vanbody 
frame of right springforee vanbodl. 
frame of right damperforee vanbody 
frame of springforee right rear vheel 
frame of springforee left rear vheel 

Figure 14. Database Structure of a Van 
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user input, dialog system graphic system 20-

menu & picking I\.r----__.rr-----r 

evaluation 

CAD/MBS 
command ev. 

info 

Geometric Modeling and data structure 

Data basis 
CAD-3D MBS CAD-2D 

model file model file model file 

CAD-3D-Software and multibody modeling kernel 

Figure 15. CAD Software and Multibody Modeling Kernel 
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3 Generation of Equations of Motion 

The multibody system model has to be described mathematically by equations of motions for 

the dynamical analysis. In this chapter, the general theory for holonomic and nonholonomic 

systems will be presented using a minimal number of generalized coordinates for a unique 

representation of the motion. 

3.1 Kinematics of Multibody Systems 

According to the free body diagram of a vehicle system, ftrstly, all constraints are omitted and 

the system of p bodies holds 6p degrees of freedom. The position of the system is given 

relative to the inertial frame by the 3x1-translation vector 

(1) 

of the center of mass Cj and the 3x3--rotation tensor 

(2) 

written down for each body. The rotation tensor Sj depends on three angles aj, ~j, 'Yi and 

corresponds with the direction cosine matrix relating the inertial frome I and the body-fixed 

frame i to each other. The 3p translational coordinates and the 3p rotational coordinates 

(angles) can be summarized in a 6pxl-position vector 

(3) 

Equations (1) and (2) now read 

(4) 

Secondly, the q holonomic, rheonomic constraints are added to the vehicle system given 

explicitly by 

x = x(y,t), (5) 

where the fxl-position vector 

(6) 
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is used summarizing the f generalized coordinates of the system. The number of generalized 

coordinates corresponds to the number of degrees of freedom, f = 6p-q, with respect to the 

systems position. Then, translation and rotation of each body follow from (4) and (5) as 

and the velocities are found by differentiation with respect to the inertial frame: 

_. _ ari · ari - J ( ). - ( ) Vi -ri -ayY+at"- Ti Y,t Y+Vi Y,t, 

. as i · aS i J ( ). - ( ) COi =Si =-y+- = Ri Y,t y+Wi Y,t . 
ay at 

(7) 

(8) 

(9) 

The 3xf-Iacobian matrices JTi and hi defined by (8) and (9) characterize the virtual 

translational and rotational displacement of the system, respectively. They are also needed 

later for the application of d'Alembert's principle. The infinitesimal 3xl-rotation vector Sj 

used in (9) follows analytically from the corresponding infinitesimal skew-symmetrical 

3x3-rotation tensor. However, the matrix JRi can also be found by a geometrical analysis of 

the angular velocity vector CoOj with respect to the angles Uj, ~i, ri, see e.g., Reference [2]. 

The accelerations are obtained by a second differentiation with respect to the inertial frame: 

J ( ) .. aCA)i' aQ)i 
CCi = Ri Y,t y+-y+-. 

ay at 

For sc1eronomic constraints, the partial time-derivatives in (8), (9) and (to), (11) vanish. 

(to) 

(11) 

Thirdly, the r nonholonomic, rheonomic constraints, especially due to rigid wheels, are 

introduced explicitly by 

y = y(y,z,t) (12) 

with the gxl-velocity vector 

(13) 

summarizing the g generalized velocities of the system. The number of generalized velocities 

characterizes the number of degrees of freedom, g = f - r, with respect to the system's 

velocity. From (8), (9), and (12), the translational and rotational velocity of each body follow 

immediately as 



www.manaraa.com

321 

(14) 

The accelerations are found again by differentiation with respect to inertial frame I: 

(15) 

_ dOli· dOli· dIDi - L ( ). ~ ( ) a i --;-z+-y+-- Ri y,z,t z+CJ). y,z,t. 
uZ dY dt 1 

(16) 

Here, the 3xg-matrices LTi and LRi are introduced for the description of the virtual 

translational and rotational velocity of the system needed also for the application of Jourdain's 

principle. Further, it has to be mentioned that the partial tiine-derivatives vanish in (15), (16) 

for scleronomic systems. 

In many applications, a reference frame is given in a natural way. For example, a railway 

vehicle running on a curved super-elevated track is naturally described in a moving track

related frame. Therefore, the absolute motion may be also presented in a reference frame 

using the reference motion itself and the bodies' relative motion [20]. 

3.2 Newton-Euler Equations 

For the application of Newton's and Euler's equation to multibody systems, the free body 

diagram has to be used again. Now the rigid bearings and supports are replaced by adequate 

constraint forces and torques as discussed later in this section. 

Newton's and Euler's equation read for each body in the inertial frame 

(17) 

(18) 

The inertia is represented by the mass mi and the 3x3-inertia tensor Ii with respect to the 

center of mass Ci of each body. The external forces and torques in (17) and (18) are 

composed by the 3x I-applied force vector fie and torque vector lie due to springs, dampers, 

actuators, weight, etc., and by the 3xl-constraint force vector f/ and torque vector 1l. All 

torques are related to the center mass Ci . The applied forces and torques, respectively, 

depend on the motion by different laws, and they may be coupled to the constraint forces and 

torques in the case of friction. 

The constraint forces and torques originate from the reactions in joints, bearings, 

supports, or wheels. They can be reduced by distribution matrices to the generalized 
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constraint forces. The number of the generalized constraint forces is equal to the total number 

of constraints (q+r) in the system. Introducing the (q+r)xl-vector of generalized 

constraint forces 

(19) 

and the 3x(q+r}-distribution matrices 

Fi = Fi(y,z,t), Li = Li(y,z,t) (20) 

it turns out 

(21) 

for each body. The constraint forces or the distribution matrices, respectively, can be found 

mathematically, or they are derived by geometrical analysis. 

The ideal applied forces and torques depend only on the kinematical variables of the 

system, they are independent of the constraint forces. Ideal applied forces are due to the 

elements of multibody systems and further actions on the system, e.g., gravity. The forces 

may be characterized by proportional, differential, and/or integral behavior. 

The proportional forces are characterized by the system's position and time-functions 

(22) 

For example, conservative spring and weight forces, as well as purely time-varying forces, 

are proportional forces. 

The proportional-differential forces depend on the position and the velocity: 

fie = fiO(x,x,t). (23) 

A parallel spring-dashpot configuration is a typical example for this class of forces. The 

proportional-integral forces are a function of the position and integrals of the position: 

fie =fie(x,w,t), W= W(X,w,t), (24) 

where the pxl-vector w describes the position integrals. For example, serial spring-damper 

configurations and the eigendynamics of actuators result in proportional-integral forces. In 

vehicle systems proportional-integral forces appear, e.g., with modem engine mounts for 

simultaneous noise and vibration reduction. The same laws hold also for ideal 

applied torques. 

In the case of non ideal constraints with sliding friction or contact forces, respectively, the 

applied forces are coupled with the constraint forces [20]. 
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The Newton-Euler equations of the complete system are summarized in matrix notation by 

the following vectors and matrices. The inertia properties are written in the 6px6p

diagonal matrix 

(25) 

where the 3x3--identity matrix E is used. The 6px I-force vectors qC, qe, qI representing the 

coriolis forces, the ideal applied forces and the constraint forces, respectively, are given by 

the following scheme, 

(26) 

Further the 6pxf-matrix J and 6pxg-matrix [ as well as the 6px(q+r)-distribution 

matrix Q are introduced as global matrices, e.g., 

- [T T - T - T]T J = JTl JT2 ... JR1 ... JRP • (27) 

Now, the Newton-Euler equations can be represented as follows for holonornic systems 

in the inertial frame 

MJ y+ qC(y,y, t) = qe(y,y,t) + Q g (28) 

and for nonholonomic systems 

M [ :i + qC(y,z, t) = qe(y,z, t) + Q g. (29) 

If the holonornic constraints are omitted, e.g., Z = y, Equation (29) reduces to (28), showing 

a close relation between both representations. 

3.3 Equations of Motion 

The Newton-Euler equations are combined algebraical and differential equations and the 

question arises if they can be separated for solution into purely algebraical and differential 

equations. There is a positive answer given by the dynamical principles. In a first step, the 

system's motion can be found by integration of the separated differential equations and in a 

second step the constraint forces are calculated algebraically. For ideal applied forces, both 

steps can be executed suc~essively while contact forces require simultaneous execution. 

Holonomic systems with proportional or proportional-differential forces result in ordinary 
multibody systems. The equations of motion follow from the Newton-Euler equations, 

applying d'Alembert's principle. 
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The equations of motion of holonomic systems are found according to d'Alembert's 

principle by premultiplication of (28) with JT as 

M(y,t) y+k(y,y,t) = q(y,y,t). (30) 

Here, the number of equations is reduced from 6p to f, the fxf-inertia matrix M(y, t) is 

completely symmetrized M(y,t) = JT M J > 0, and the constraint forces and torques are 

eliminated. The remaining fxl-vector k describes the generalized coriolis forces and the 

fxl-vector q includes the generalized applied forces. 

The equations of motion following from a moving reference frame agree completely with 

(30). Thus, the choice of the reference frame doesn't affect the equations of motion at all. 

However, kinematics and Newton-Euler equations as weH as the application of d'Alembert's 

principle may be strongly simplified by the choice of proper reference frames. 

Nonholonomic systems with proportional-integral forces produce general multibody 

systems. The equations of motion are obtained from the Newton-Euler Equations (29) where 

the proportional-integral forces (24) and Jourdain's principle have to be regarded. However, 

the equations of motion are not sufficient, they have to be completed by the nonholonomic 

constraint equation (12). Thus, the complete equations read as 

M(y,z, t)z + k(y,z, t) = q(y,z, W, t), (31) 

y=jr(y,z,t), w=w(y,z,t). 

Now, the number of equations is reduced from 6p to g and the gxg-symmetric inertia matrix 

M(y,z, t) = IT M L > 0 appears. Further, k and q are gxl-vectors of generalized coriolis 

and applied forces. The Equations (31) are in the literature also denoted as Kane's equations. 

In addition to the mechanical representation (31) of a multibody system, there also exists 

the possibility to use the more general representation of dynamical systems, e.g., 

x=f(x,u,t,p)" v=g(x,u,t,p), (32) 

where x means in (33) the state vector, v the output vector, U the input vector of controls, t 

the time and p the vector of mechanical and control parameters or design 

variables, respectively. 

The constraint forces are completely omitted by the dynamical principles. However, they 

are also of engineering interest for the load in joints, bearings and supports, and they are 

absolutely necessary for the computation of contact and friction forces. From the 6p 

coordinates of the constraint force vector it' there are only (q+r) coordinates linear 

independent according to (21). Therefore, only the (q+r)xl-vector g of the generalized 

constraint forces is nee~ed. The results are given for holonomic systems only, r=0, but they 

can be transferred to nonholonomic systems without any problem. 
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The premultiplication of (28) by QT 'i\r' results according to d'Alembert's principle 

immediately in the equations of reaction 

N(y, t) g + q(y,y, t) = k(Y,y, t) (33) 

where N(y, t) = <r M-' Q > 0 is the symmetrical qxq-reaction matrix and q and k are 

qxl-vectors. 

3.4 Formalism NEWEUL 

The equations of motion presented are automatically generated by the formalism NEWEUL 

described in the Multibody Systems Handbook [13], too. 

NEWEUL is a software package for the dynamic analysis of mechanical systems with the 

multibody system method. It comprises the computation of the symbolic equations of motion 

by the modul NEWEUL and the simulation of the dynamic behavior by the modul NEWSIM. 

Multibody systems are mechanical models consisting of 

rigid bodies, 

arbitrary constraining elements (joints, position control elements), 

passive coupling elements (springs, dampers), and 

active coupling elements (force control elements). 

The topological structure of the models is arbitrary, thus possible configurations are 

systems with chain structure, 

systems with tree structure, and 

systems with closed kinematical loops. 

The scleronomic or rheonomic constraints may be 

holonomic or 

nonholonomic. 

The software package NEWEUL has been successfully applied in industrial and academic 

research institutions since 1979. The major fields of application are 

vehicle dynamics, 

dynamics of machinery, 

robot dynamics, 

biomechanics, 

satellite dynamics, 

dynamics of mechanisms. 

The software package NEWEUL offers two approaches for multibody system modeling. 
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These are 

the successive assembly approach using the kinematics of relative motions, and 

the modular assembly approach based on subsystems. 

The input data for NEWEUL have to be entered in input files prepared with prompts 

and comments. 

4 Numerical Simulation of Automotive Systems 

For the simulation of multibody systems, the computational efficiency is most important. A 

drawback of the equations of motion (30) is the fact that the inertia matrix has to be inverted 

(34) 

a procedure of high computational costs. In robot dynamics, however, there has been 

developed quite a number of methods to circumvent this difficulty see Hollerbach [21], 

Walker and Orin [22], Brandl, Johanni and Otter [23]. It turns out that for open chains, the 

second derivative of (5) can be replaced by the recursive kinematic relation 

x = Cx+Jy+~ (35) 

and the Newton-Euler Equations (28) are to be rewritten as 

(36) 

where C is a 6px6p-geometry-matrix with submatrices on the lower subdiagonal only and J 
and Q are blockdiagonal matrices of local Jacobian and distribution matrices [24]. Further, the 

6px6p-inertia matrix M is block-diagonal and time-invariant. Equations (35) and (36) can be 

solved recursively, avoiding the inversion of the fxf-inertia matrix M from (30). In 

Reference [24], it has been shown that the recursive formalisms can be interpreted as a 

sophisticated backward recursion using the Gaussian algorithm. However, all the recursive 

approaches are restricted to chain or tree topology of multi body systems, closed kinematical 

loops cannot be treated. 

Equation (35) and (36) represent 12p differential algebraical equations (DAE) for the 12p 

unknowns summarized in the vector x, y, g where p is the number of bodies, see Chapter 3. 

The elimination of the relative accelerations y in (35) by premultiplication with Q T according 

to the orthogonality condition results in 

(37) 

a set of q equations which have the second integral 

<I>(x) = 0 (38) 
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representing the q holonomic, rheonomic constraints (5) of the multibody system implicity. 

The elimination of the absolute accelerations x in (35) and (36) results again in the f equations 

of motion (30). 

4.1 Computational Aspects of Simulation 

The partially reduced Equations (36) and (38) represent differential algebraical equations 

(DAE) with the 6p+q unknowns in vectors x, g and the sparse matrices M, C and Q. On the 

other hand, the fully reduced equations (30) represent ordinary differential equations (ODE) 

with 6p-q = f unknowns in vector y and the full matrix M. There are several integration 

codes for DAE and ODE available which have been tested by Leister [25]. The results 

presented in Figure 16 show that for closed and open loop structures, the full reduced 

equations are more efficient. In the case of open loops, the ODE approach can be speeded up 

recursively if the number of bodies is p>8 as Valasek [26] found. 

Due to the implicit formulation of the constraint equations, the closed loop problem does 

not exist in the DAE approach. However, in the ODE approach it deserves a special treatment. 

There are two possibilities to overcome this problem: 

automatic choice of an optimal set of generalized coordinates during integration as 

implemented by Leister [27] and 

preselection of complementary sets of generalized coordinates by kinematical analysis 

before integration as proposed in Reference [24]. 

The first method is used in the latest version of the formalism NEWEUL. 

4.2 Dynamical Analysis with NEWEUL-NEWSIM Software 

NEWEUL generates the equation of motion of multibody systems in symbolic form. The 

computation is based on the Newton-Euler approach with application of the principles of 

d'Alembert and Jourdain. The resulting equations of motion may be 

linear, 

partially linearized, or 

nonlinear 

symbolic differential equations. Constant parameters can be included in numerical form. 

Nonlinear coupling elements in kinematically linear models are also permitted. 

For the output format of the equations of motion, several options are possible. 

FORTRAN compatible output allows the equations to be included in commercial software 

packages for dynamic analysis and simulation such as, ACSL. Another output format allows 

the processing of the equations with the formula manipulation program MAPLE. 
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Figure 16_ Comparison of Integration Codes for Multibody Simulations 

Control parameters for compression and factorization enable the user to change the 

structure of the output equations, Figure 17. For example, the user may want to obtain fully 

symbolic equations of motion in order to check the results for modeling and input errors_ 

Later, computationally efficient compressed equations can be generated for the 

verified model. 
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M(2,l)--M2*B*C*SIN(AL1)*COS(AL2)+ 
+ M2*B*C*SIN(AL2)*COS(ALl) 

M(2,2)-M2*B**2+I2 

M(3,l)aM3*B*C*SIN(AL1)*COS(AL3)
M3*B*C*SIN(AL3)*COS(ALl) 

M(3,2)-O. 
M(3,3)-M3*S**2+I3 

Factorized output: 

C> Inertia Matrix 
M(l,l)-(C*C*(M2+M3)+ 

+ (Ml*A**2+Il» 

M(2,l)-C*B*M2*SIN(AL2-ALl) 
M(2,2)=(M2*B**2+I2) 

M(3,l)-C*B*M3*SIN(ALI-AL3) 
M(3,2)=O. 
M(3,3)a(M3*B**2+I3) 

Figure 17. NEWEUL Output of Fully Symbolic and Factorized Inertia Matrix 

The software module NEWSIM allows the simulation of the symbolic equations of 

motion provided by module NEWEUL. It automatically generates a problem specific 

simulation program. The user simply has to add the specification of 

force laws, 

system parameter values, and 

initial conditions. 

The simulation results are stored in ASCII data files that can be visualized with arbitrary 

graphics packages. The software structure is shown in Figure 18. 

The simulation results may contain 

the time history of the state variables, 

the kinematical data of observation points, 

data for animation, 

the time history of the reaction forces, and 

user-defined output data. 

Apart from time simulations, additional analyses can be performed with the module 

NEWS 1M. These additional features include: 

the quasi static analysis, 

the computation of the state of equilibrium and 

the treatment of the inverse dynamics problem. 

The software package NEWEUL is written in FORTRAN 77 and can be implemented on any 

workstation or mainframe with a FORTRAN 77 compiler. NEWEUL uses its own 

formula manipulator. 
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Figure 18. Software Structure of NEWEUL 

5 Animation and Human Perception 

The simulation produces a large number of data which can be stored in the database. But it is 

necessary to extract the most valuable information from the simulation data. This can be done 

by visualization of the motion or ~y introducing suitable performance criteria, one of them is 

the human perception of mechanical vibrations. 

5.1 Animation of Motion 

The visualization of motion can be achieved by the CAD-3D-System or by a separate 

visualization software tool, respectively, Figure 19. The animation principle is shown in 



www.manaraa.com

331 

Figure 20. The information on the 3xl-translation vector rj and the 3x3-rotation tensor Sj 

follows according to (7) from the simulation. This information is 'used in the 4x4---Denavit

Hardenberg matrix for instancing of the geometric structure at each time step. Daberkow [14] 

used in the visualization software tool VIS ANI geometric modeling by polygon sets, as 

shown in Figure 21, and the PRIGS standard. 

a) Visualization In CAD-3D-system 

Figure 19. Visualization of Motion 

3x3 rotation tensor , I 3x1 translation vector, 

~~ 

[

Sill Sil2 Si13 rill 
Si21 Si22 Sm ri2 

Si3l Si32 Si33 ri3 

000 1 
a 
/ 

I composed transformation matrix .. " ~ 
of rotation and transformation .~r-_--"re=Plla;,;;ce";"" __ "1I v L..::.I 

I a 
Figure 20. Animation Principle 
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I Model entity Model entity component 

I structure 'WORLD' Model entity Model entity component 

Instance Tl[4,4] 'vanbody' -
Instance T2[4,4] rightwheel' -
Instance T3[4,4] 'leftwheel' -
Instance T4[4,4] 'rearaxle' --, 

W 
Model entity Model entity component 

structure 'vanbody' Model entity Model entity component 

polygon set NP1Sl P1Sl[NP1Sl,3] 

... .. . . .. 
polygon set NPNSl PNS1[NPNS1,3] 

I Model entity ... I 
Y structure 'rightwheel ... 

I Model entity ... 
y structure 'leftwheel' ... 

I Model entity Model entity component 

L--i structure 'rearaxle' Model entity Model entity component 

polygon set NP1S4 PlS4[NPNS4,3] 

... . .. . .. 
polygon set NPNS4 PNS4[NPNS4,3] 

P1S4[l,3] 

leftwheel 

@/rlghtwheal 

Figure 21. Visualization Software Tool 

An overtaking maneuver of a van is presented in Figure 22. The gross motion can be 

easily observed. However, information on the vertical acceleration acting on the driver is 

not visible. 
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Figure 22. Overtaking Maneuver of a Van 

5.2 Human Perception 

Even if the road roughness is small and cannot be visualized in an animation, the roughness 

generates mechanical vibrations of the vehicle acting on the human body. These vibrations 

depend on the vehicle model, its equations of motion, and the excitation by the road. Since the 

road roughness represents a stochastic process, the resulting vehicle vibrations are random, 

too. Therefore, stochastic methods of signal analysis have to be used. 

With respect to vehicle vibrations, only the scalar vertical acceleration a(t) will be 

considered as a criteria for the riding comfort. Then, the perception follows as 

(39) 
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where a = 20 s2/m is a constant, fa (00) is the frequency response of the vertical sensation and 
Sa (00) is the spectral density of the vertical acceleration a(t). The frequency response fa (00) is 

given by the international standard [28] and shown in Figure 23. In the time domain, the 

frequency response is replaced by a second order shape filter 

i(t) = F v(t) + g a(t), (40) 

where V(t) is the 2xl-filter state vector, F the 2x2-filter matrix, g the 2xl-input vector and 

Ii the 2xl-output vector. A frequency response of the filter (40) is shown in Figure 23, too. 

Now the perception reads as 

(41) 

where Pv is the 2x2-covariance matrix of the shape filter process v(t). 

'3 2 

"""d -
QI 
III 

0.5 C 
0 

--- ISO 2631 0. 
III 

- Filter (\) 0.2 a: 

0.1 
2 5 10 20 50 100 

Frequency Hz 

Figure 23. Frequency Response of Human Sensation 

The final results (39) and (41) are given in the frequency domain and the time domain, 

respectively. It turns out that an infinite integral has to be evaluated in the frequency domain 

while in the time domain, only an algebraic matrix operation is required. Therefore, the 

covariance analysis using the time domain is preferable [29]. 

In Figure 24, a complex vehicle is shown consisting of 4 mass points and 7 rigid bodies 

subject to 35 constraints resulting in f=19 degrees of freedom. In addition, there are two serial 

spring-damper-configurations at the engine. Further, four first order excitation shape filters 

are considered while the &ensation shape filter will be neglected. Then, the global system has 
the order n=44. The human sensation of mechanical vibration will be discussed only with 
respect to the vertical acceleration of the car body. Numerical results for this complex vehicle 

have been published by Kreuzer and Rill [30]. Figure 25 shows the RMS value or standard 
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deviation, respectively, of the vertical acceleration normalized by the earth acceleration for 

each location (C, D) on the car body. It turns out, that the optimal ride characteristics are 

found in the middle of the car body. Thus, qualitative experience and quantitative 

measurements are conftrmed by theoretical system analysis very well. 

Figure 24. Model of Complex Vehicle under Random Excitation 

6 Conclusion 

A simulation based design of automotive systems requires modeling using CAD data and well 

deftned multibody system datamodels. The object-oriented approach of modem software 

engineering is most adequate for multi body system data. Formalisms generating symbolic 

equations of motion are efficient for dynamical analysis, simulation, and optimization of 
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Figure 25. Vehicle Standard Deviation of Acceleration Vehicle Body related to Earth 
Acceleration 

vehicle systems. Numerical simulation codes for the ordinary differential equation 

representations are superior to differential algebraical equations representations as shown with 

two examples. The evaluation of simulation data cannot be restricted to graphical 

interpretation by animation. Advanced vehicle design has to consider quite a number of 

performance criteria and requirements, e.g., the vertical frequency-weighted random 

accelerations. Software engineering concepts are most important to vehicle analysis tasks 

within the overall Concurrent Engineering procedure. A method for the optimization of 

automotive systems is presented by Bestle [31] in this volume, too. 

References 

1. Wittenburg, J.: Dynamics of systems of rigid bodies. Stuttgart Teubner 1977. 
2. Schiehlen, W.: Technische Dynamik. Stuttgart: Teubner 1986. 
3. Roberson, R.E. and Schwertassek, R.: Dynamics of multibody systems. Berlin, Springer Verlag 1988. 
4. Nikravesh, P.E.: Computer-aided analysis of mechanical systems. New Jersey: Prentice-Hall 1988. 
5. Haug, E.J.: Computer aided kinematics and dynamics of mechanical systems. Boston: Allyn and 

Bacon 1989. 
6. Shabana, A.: Dynamics of multi body systems. New York: Wiley 1989. 
7. Magnus, K (ed.): Dynamics of multibody systems. Berlin: Springer-Verlag 1978 
8. Slibar, A; Springer, H. (eds.): Dynamics of vehicles on roads and railway tracks, Swets and 

Zeitlinger 1978. 
9. Haug, EJ. (ed.): Computer aided analysis and optimization of mechanical system dynamics. Berlin: 

Springer-Verlag 1984. 
10. Kortiim, W.; Schiehlen, W.: General purpose vehicle system dynamics software based on multibody 

formalisms. Vehicle System Dynamics 14(1985), pp. 229-263. 
11. Bianchi, G.; Schiehlen, W. (eds.): Dynamics of multibody systems. Berlin: Springer-Verlag 1986. 
12. Kortiim, W.; Sharp, R.S.: A report on the state-of-affairs on "Application of multibody computer codes 

to vehicle system dynamics". Vehicle System Dynamics 20(1991), pp. 177-184. 
13. Schiehlen, W. (ed.): Multibody systems handbook. Berlin: Springer-Verlag 1990. 
14. Daberkow, A.: Zur CAD-gestiitzten Modellierung von Mehrk6rpersystemen. Ph.D. Thesis. Stuttgart: 

University of Stuttgffit, to appear. 



www.manaraa.com

337 

15. Schiehlen, W.: Prospects of the German muItibody system research project on vehicle dynamics 
simulation. In: Dynamics of Vehicles on Road and Tracks. Proc. 12th IA VSD Symposium. 
Amsterdam: Swet and ZeitIinger 1992, pp. 537-550. 

16. Otter, M., Hocke, M., Daberkow, A., Leister, G.: Ein objektorientiertes Datenmodell zur Beschreibung 
von MehrkOrpersystemen unter Verwendung von RSYST. Institutsbericht IB-16. Stuttgart, Institut B 
fiir Mechanik, 1990. 

17. Lang, U.: Erstellen von Anwendungsmoduln in RSYST. Stuttgart, Rechenzentrum der Universitllt 
Stuttgart, 1988. 

18. Loebich, I.: Einfiihrung in RSYST. Stuttgart, Rechenzentrum der Universitlit Stuttgart, 1988. 
19. Riihle, R. et al.: RSYST Unterprogramm- und Moduldokumentation, Version 3.5.0. Stuttgart, 

Rechenzentrum der Universitlit Stuttgart, 1988. 
20. Schiehlen, W.: Modeling of complex vehicle systems. In: Proc. 8th IA VSD Symposium. Hedrich, J.K. 

(ed.) Lisse: Swets & ZeitIinger 1984, pp. 548-563. 
21. Hollerbach, J .M.: A recursive Lagrangian formulation of manipulator dynamics and a comparative study 

of dynamics formulation complexity. IEEE Trans. Sys. Man. Cyb. 10(1983),730-736. 
22. Walker, M.W.; Orin, D.E.: Efficient dynamic computer simulation of robot mechanisms. J. Dyn. Sys. 

Meas., Control 104(1982),205-211. 
23. Brandl, H.; Johanni, R.; Otter, M.: A very efficient algorithm for the simulation of robots and similar 

systems without inversion of the mass matrix. In: Theory of Robots. Kopacek, P.; Troch, I.; 
Desoyer, K. (eds.): Oxford: Pergamon Press 1988, pp. 95-100. 

24. Schiehlen, W.: Computational aspects in multibodY system dynamics. Compo Meth. Appl. Mech. Eng. 
90(1991), pp. 569-582. 

25. Leister, G.: Wahl geeigneter Koordinaten zur Dynamikanalyse von Mehrkorpersystemen. 
Zwischenbericht ZB-49 Stuttgart: Institute B of Mechanik 1990. 

26. Valasek, M.: On the efficient implementation of multibody systems formalisms. Institutsbericht IB-l7. 
Stuttgart Institute B of Mechanics 1990. 

27. Leister, G.: Beschreibung und Simulation von Mehrkorpersystemen mit geschlossenen kinematischen 
Schleifen. Fortschr. Ber. VOl Reihe 11 Nr. 169. Diisseldorf: VOl-Verlag 1992. 

28. International Standard ISO 2631, Guide for the evaluation of human exposure to whole-body vibrations. 
Int. Org. Standardization (1974). 

29. Schiehlen, W.: Vehicle system dynamics. In: Theoretical and Applied Mechanics. Niordson, F.; 
Olhoff, N. (eds.): Amsterdam: North-Holland 1985, pp. 387-398. 

30. Kreuzer, E.; Rill, G.: Vergleichende Untersuchung von Fahrzeugschwingungen an rllumlichen 
Ersatzmodellen. Ing. Arch. 52(1982), pp. 205-219. 

31. BestJe, D.: Optimization of automotive systems. (in this volume) 



www.manaraa.com

Simulation-Based Design of Off-Road Vehicles 

Ronald R. Beck 

u.s. Army Tank-Automotive Research, Development and Engineering Center, Tank-Automotive Technology 
Directorate, Warren, MI 48397-5000 

Abstract: Analytical and physical simulation tools and technologies for the design of off

road wheeled and tracked vehicles are presented. Advanced Computer-Aided Design (CAD) 

and supercomputer-based analytical tools for off-road vehicle design and evaluation are 

illustrated via applications. High-capacity hardware-in-the-loop real-time simulators are 

discussed, with illustrative applications in off-road vehicle development and evaluation. The 

basic theme of this paper focuses on how the application of simulation technology is 

becoming an integral part of the Army's combat and tactical vehicle research, development 

and acquisition process. This paper presents two basic goals to form the basis for simulation

based Concurrent Engineering. The first is use and creation of simulation tools that not only 

predict vehicle performance, but also subsystem and component reliability. The second is the 

development of an integrated simulation capability and military vehicle design and 

performance data base to form the basis for simulation-based Concurrent Engineering. 

Keywords: analytical simulation / physical simulation / computer aided engineering (CAE) / 

computer aided design (CAD) / concurrent engineering / motion base simulators / vehicle 

systems / real-time dynamics / network computing / data base management 

1 Introduction 

Simulation of total vehicle and vehicle subsystem performance characteristics has steadily 

gained acceptance over the past 10 years [1]. Army leadership, especially Program Executive 

Offices (PEOs), have recognized the value of simulation as a tool for reducing the costs and 

time associated with traditional approaches to vehicle development. At the U.S. Army Tank

Automotive Research, Development and Engineering Center (TARDEC), in particular, 

simulation and modeling has been used to the maximum extent possible in support of military 

vehicle research, design, development, and acquisition. TARDEC has demonstrated that 

simulation and modeling leads to significant time and cost savings compared to traditional 
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"build-test-break-fix" approaches. Simulation allows analysis of concepts and scenarios 

which cannot be replicated economically (or not at all) with test-beds. 

2 What is Simulation? 

Simulation is the coordinated use of analytical and laboratory testing techniques to evaluate 

off-road mobility, dynamic stability, structural integrity (or other performance aspects of 

vehicle systems and subsystems) under repeatable, controlled conditions. Simulation is also a 

tool for screening new technologies or new (or modified) components prior to building 

expensive prototypes. Most significantly, simulation is a precise and efficient mechanism for 

evaluating new systems or troubleshooting fielded vehicle problems without having to resort 

to expensive and time consuming field tests. It is clear that simulation saves time and affords 

more extensive evaluation than does field testing alone. 

Simulation of Army tank and automotive systems is concentrated in two areas: analytical 

and physical. A state-of-the-art supercomputer-based analytical and physical simulation 

capability has been created by TARDEC (Figure 1) to reduce the time and high cost of 

conventional military vehicle prototype-based design and development. These distinct 

activities encompass a wide-ranging field of tasks in the vehicle development process from 

analysis of conceptual vehicle systems prior to "bending metal," to evaluation of 

actual hardware. 

3 Analytical Simulation 

Analytical simulation involves mathematically modeling vehicle systems and subsystems for 

the design and engineering analysis of most aspects of combat and tactical vehicle 

performance. As depicted in Figure 1, engineers and scientists utilize high-performance 

computing and visualization systems to explore the performance of concepts and vehicle 

systems under development prior to the fabrication and test of prototypes. The most 

significant component of this capability is the Army Regional Supercomputer at TARDEC, 

which is one of a handful of Army sites having this high-performance computing workhorse 

(a Cray Research, Inc. Cray-2 computer). Augmenting the supercomputer is a growing 

system of advanced high-performance workstations and networking to perform associated 

pre- and postprocessing and c'omputer-aided design. 

Simulation specialists have developed and implemented the basic methodologies and 

software tools used to perform analytical simulation. At the same time, increased emphasis is 

being placed on integration of commercially available analysis software packages. 

Specifically (Figure 2), simulation codes such as the NATO Reference Mobility Model 
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Figure 2. System Simulation Modeling Methodologies 
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(NRMM) are used for cross-country mobility performance analyses; the Dynamic Analysis 

and Design System (DADS) methodology is used for high-resolution, three-dimensional 

dynamic analyses for determining vehicle ride, stability and duty-cycle load histories; and 

various finite element analysis tools are used to assess structural integrity. Not discussed is a 

host of existing - and development of new - methodologies for analyzing propulsion systems, 

track components, signature and assessment models in support of ground vehicle stealth 

technology research, and vehicle survivability. 

Numerous examples have been accumulated where analytical simulation has "saved" cost 

and time in support of Army vehicle systems through all phases of the life cycle. Figure 3 

depicts specific - but limited - examples illustrating this point. In particular: 

A. Source Selection 
Vehicle performance simulation experts are staffing on Source Selection Evaluation 

Boards (SSEBs), (or in some cases, are providing technical support only) because 

TARDEC has recognized that vehicle performance simulation is the modern, high

technology method for the determination of quantitative specifications and for supporting 

the evaluation and selection process. This policy makes the Army a smarter buyer than it 

was before simulation became available as a practical tool. Considering the high 

acquisition and subsequent support costs of military vehicle systems, the importance of 

the ability to avoid the procurement of systems with potential problems cannot 

be overemphasized. 

As depicted in Figure 3, in support of the Heavy Equipment Transporter System 

(HETS) SSEB, dynamic and mobility simulations were used to investigate vehicle 

performance. The competing bids represented very complex mechanical systems. A 

typical tractor-trailer system consisted of 50 bodies whose interactive dynamics had to be 

simulated by 300 differential equations and many algebraic expressions. It took 

approximately 1,000 attempts to solve these equations numerically for every second of 

real-time operation simulated on the computer to provide all the quantitative information 

needed by the SSEB. Simulations were performed to investigate vehicle stability, 

cornering, and cross-country performance of each candidate tractor-trailer system. As a 

result, the Army was able to eliminate infeasible proposals and enabled selection of the 

best design in minimal time. 

B. Troubleshooting 
The High Mobility Multipurpose Wheeled Vehicle (HMMWV) is used for a variety of 

missions. One of the first HMMWV troubleshooting studies was to determine the reasons 

for ball joint failure o~ one particular heavy version of the HMMWV. It was thought that 

geometric interference between suspension linkages was the cause of the failures. The 

computer analysis demonstrated that this was not the case for this particular vehicle 

configuration and payload. The problem was caused by the fact that the tire (equipped 
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RECENT APPLICATIONS OF 
SUPERCOMPUTER - BASED ANALYTICAL SIMULATION 

• INTERSECTION NEGOTIATION 
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• LATERAL STABILITY 
• OFF TRACKING SWING 
• CROSS COUNTRY MOBILITY 

. ,. . . 
TROUBLE SHOOTING 

• SUSPENSION SYSTEM DUTY 
CYCLE 

• COMPONENT INTERFERENCE 
• SHOCK LOADING 

---
, , ,. . 

"; - .~ . 

SAFETY ANALYSIS 

• TIRE PRESSURE 
• BACK HOE POSITION 
• BUCKET LOAD/POSITION 
• BUMPS AND HOLES 
• RIDE DYNAMICS 
• VEHICLE SPEED 

Figure 3. Supercomputer-Based Analytical Simulation 

with a run flat device), when hitting a bump, deflects such that the wheel runs on the run 

flat rim, which then acts as a rigid wheel. This causes the dynamic load on the ball joint 

to become excessive. The problem was solved by reinforcing certain suspension 

elements. The PEO was able to make this informed decision once the correct cause was 

identified. Again, analytical tools were used successfully for the determination of the 

cause of a serious field problem and for arriving at a solution. This led to substantial 

savings in time and money over the conventional "build-test-break-fix" approach. 

C. Safety Analysis 

The Small Emplacement Excavator (SEE) is another complex vehicle system which 

has been simulated to evaluate its dynamic stability both on and off-road. This vehicle is a 

4X4 truck with a relatively soft suspension, a back hoe, and a front-end loader. It was 

not accepted by the user because unstable behavior was observed. The entire fleet of SEE 

vehicles was grounded temporarily. TARDEC engineers were asked to model the vehicle 

and establish safe operational limits. Lane change maneuvers, crossing pot holes, 

step-like obstacles (bumps), and rough terrain were modeled at various tire pressures and 

back hoe and front-enq loader positions. As a result of this analysis, its safe operational 

limits were established, and the user accepted the SEE vehicle. The point is, however, 

that the investigation of the same number of different configurations and maneuvers via 

field tests would have been virtually impossible. Also, in many cases, the driver would 
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have been exposed to dangerously unstable conditions when approaching the boundaries 

of safe modes of operational limits of the vehicle. It is estimated that the dynamic 

analyses saved more than $200,()()() in build and test costs. 

4 Physical Simulation 

Physical simulation involves emulating real-time physical motions of actual vehicle 

systems and subsystems in a computer-controlled laboratory environment to approximate 

a vehicle's field performance. As hardware components and systems take form, 

engineers and technicians conduct rnan- and hardware-in-the-loop motion base simulator 

studies. Motion base simulators capable of "shaking" complete combat and tactical 

vehicle systems weighing up to 45 tons are now used to evaluate issues associated with 

man and machine interaction dynamics, and reliability and other component integration 

issues associated with the soldier, his displays and controls. 

Physical simulation offers accelerated test schedules, repeatable test conditions, and 

allows for the collection of data otherwise difficult or impossible to obtain. Physical 

simulation is used to validate analytical simulation models, address man-in-the-Ioop 

issues, and determine failure points of a vehicle system or subsystems. 

The most significant component of TARDEC's physical simulation capability is its 

six-degrees-of-motion-freedom Crew StationITurret Motion Base Simulator (CSffMBS) 

(Figure 4), which can accommodate heavy combat vehicle turrets weighing up to 25 tons. 

The CS!fMBS is used for studying soldier-machine interface problems, gun turret drive 

stabilization systems, and addressing issues related to the operation of turrets and their 

components. As shown in Figure 1, other full-scale motion simulators are available at 

TARDEC. These consist of sets of digitally controlled hydraulic actuators which attach to the 

wheel spindles of tactical vehicle, or support tracked vehicle road wheels and tracks to 

simulate the effect of running over specific rough terrain segments. These simulators can be 

reconfigured and instrumented to isolate and test specific vehicle components. 

There are three basic types of motion base simulators: (1) tire/track-coupled simulators, 

(2) spindle-coupled simulators, and (3) platform simulators. Figures 5, 6, and 7 are pictorial 

examples of each type, respectively, and briefly summarize their characteristics. Figure 8 is a 

graphic illustration of the physical simulation process. 

There are many documented examples of how laboratory tests can be used in lieu of field 

testing [2]. Figures 9 and 10 depict the time and costs saved when comparing field vs. 

laboratory testing of several different trailer systems. Figure 11 is a chart comparing the 

attributes of field testing to motion base simulator testing. It must be emphasized that each 

form of testing has its advantages and disadvantages. The best solution is a combination of 

both field and laboratory testing designed specifically for the situation at hand. 



www.manaraa.com

345 

Figure 4. Crew Station{furret Motion Base Simulator (CS/TMBS) 

5 Coordinated Use of Simulation Tools and Field Testing 

The ideal integration of analytical and physical simulation coupled with selected field tests, 

involves each supplying data for, analyzing the results of, and validating the other. For 

example, detailed analytical evaluations and trade-off analyses of design alternatives are 

conducted early on to create performance specifications and evaluation criteria to be used later 

in source selection and subsequent field testing of prototype systems. 

As concepts and designs take on definition, analytical simulation can be coupled with 

laboratory physical simulation for proof-of-principle and man- and hardware-in-the-Ioop 

testing. Laboratory tests are conducted under controlled, repeatable, dynamic conditions at 

the complete system level. 

If properly applied, simulation can effectively augment the test planning and validation 

process. For example, a critical part of vehicle system acquisition is developmental and 

operational testing. Through modeling and simulation during the development phases, test 

environments and instrumentation requirements for field testing can be determined in advance 

with better certainty. Simulation results can also identify potential vehicle problems that may 

arise during field tests which, therefore, should be addressed in advance of testing. This 

affords the potential for substantially reducing test costs and time. 
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CHARACfERISTICS: 

Easy on, easy off vehicle installation 

Includes tire/track in the test 

Adaptable to "generic" road/terrain profiles 

APPLICATIONS - DURABILITY EVALUATIONS OF: 

Body 

Body-mounted components 

General noise and vibration analysis 

Suspension components (limited) 

Figure 5. Tireffrack-Coupled Simulators 



www.manaraa.com

347 

CHARACTERISTICS: 

Lateral, longitudinal and vertical loads included 

More realistic simulation of multiaxial proving ground environment 

Provides most accurate simulation for detailed durability assessment 

Expandable to include: 

braking torque 

• steering torque 

APPUCATIONS - DURABILITY EVALUATIONS OF: 

Body/chassis 

Body/chassis mounted components 

Suspension, suspension to chassis 

Engine cradle, engine mounts 

Figure 6. Spindle-Coupled Simulators 
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CHARACfERISTICS: 

Can be set up for component/subassemblies 

Realistic simulation of vibration environment 

Full vehicle system unnecessary 

APPLICATIONS - DURABILITY AND PERFORMANCE TESTING OF: 

Hatches 

Autoloaders 

Gun/turret drive systems 

Crew Stations 

Nearly any subassembly subjected to vibrations 

Figure 7. Platform Simulators 
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Figure 8. The Physical Simulation Process 

MONTHS 

M9 HATCH MIOI TLR. DOLLY SET M313 TLR TMMIOI TLR 

• LABORATORY IZl FIELD 

Figure 9. Field vs Laboratory Testing - Time Saved 
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Figure 10. Field vs. Laboratory Testing - Funds Saved 

ATTRIBUTES 

Field MoLion Base 

Testing Simulation 

Wide Variety of Test Courses X 

Maintenance-Free Test Courses X 

Prime Mover Not RC(Juired X 

Weather Independent X 

Repealable X 

Observable X 

Dri ver I ndepcndent X 

Test Results Available Early in Development X 

Unlimited Test Scope X 

Environmental Influence X 

Figure 11. Attributes of Motion Base Simulation and Field Testing 

TARDEC and the U.S. Army Test and Evaluation Command (TECOM) are jointly 

developing procedures to use physical simulation in certain cases in lieu of field testing. For 

example, structural integrity testing of truck and trailer frames and components in support of 

comparison production tests and production quality tests is an area where physical simulation 

has demonstrated cost and time savings of up to 50 percent. A specific example of this is the 

suspension, frame, and lunette durability testing of the M832 Dolly Set (Figure 12) in 

TARDEC's physical laboratory. In addition, carefully planned test scenarios, vehicle and 

terrain characteristics, as well as detailed test data, enhances the ability to validate the 

simulation models. This permits the creation of simulation data base libraries, which can be 
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used for future applications. Relying on simulation during the test-planning process and 

validating simulation results against carefully controlled tests will greatly enhance the 

simulation data base libraries and increase confidence in simulation. 

Figure 12. Durability Testing of M832 Dolly Set 

6 Simulation-Based vs. Conventional Development Approach 

Figure 13 is a flowchart comparing the "conventional" and simulation-based development 

approaches. In the past, the conventional combat and tactical vehicle research and 

development process relied heavily on building and testing prototype vehicles or test-beds. 

This allowed engineers to evaluate a limited number of design ideas, based largely on 

empirical knowledge, under very restrictive field testing conditions. This is what is commonly 

referred to as "build-test-break-fix" prototype-based development. Also, procurement 

specifications have often contained vague criteria concerning off-road mobility, ride quality, 

roll and maneuver stability, as well as many other aspects of military vehicle performance. 

You might find, for example, such vague specifications as the vehicle has to be able to travel 

in mud, snow or sand," or, "the vehicle has to be more mobile than the M113 Armored 

Personnel Carrier." Therefore, decisions were made largely on a judgmental basis using 

"rules of thumb" and engineering experience. Additionally, since a very limited number of 

design alternatives could be tried in hardware, advanced technology subsystems with their 

higher degree of uncertainty and payoff were not given full consideration, because design 

"rules of thumb" did not apply to them. Advanced component technology was often set aside 
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in favor of better understood conventional methods, which lead to conservative, low-tech 

designs. In essence, modern engineering analysis tools that permit better design trade-off 

analyses were not used. Finally, the process was slow and costly. 

CONVENTIONAL DEVELOPMENT APPROACH 

• EXPERIMENTATION IN METAL • HIGH UNCERTAINTY IN PROTOTYPE 
DEVELOPMENT 

SIMULATION BASED DEVELOPMENT APPROACH 

• CONTROLLED TFSf ENVIRONMENT • COST EFFECTIVE SUBSYSTEM/INTERFACE EVALUATION 

• REAL TIME DATA ANALYSIS • REDUCED FIELD TESTING REQUIREMENTS 

• REDUCE DEVELOPMENT RISK • REDUCED PROTOTYPE DEVELOPMENT COSTS 

Figure 13. Simulation-Based vs. Conventional Development Approach 

Starting in the late 1960s and early '70s, with the availability of computers, theoretically 

complex mathematical equations that relate the vehicle, the terrain, the human occupants, and 

the threat were no longer confined to the pages of research reports. Detailed computer 

simulations became practical tools for analytically predicting vehicle behavior, even in the 

concept stage. This is especially true with the rapid expansion of the computer and 

visualization hardware of today. Thus, in contrast to the "prototype-based development 

approach" where you "build-test-break-fix," the "simulation-based development approach" 

relies on the early use of high-resolution computerized vehicle engineering design tools and 

models. It predicts performance of the conceptual system, performs laboratory man- and 

hardware-in-the-computer-loop technology demonstrations, and finally, fabricates and field 

test the system to confmn what you know about your system and looks for that 5 percent of 

unknown capability and possible small performance deficiencies. Additionally, because of 

the rapid advances in computer hardware and software technology, research is underway to 

create simulation tools that not only predict vehicle performance, but also subsystem and 

component reliability. 
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Simulation can be used to accelerate the component integration process. Clearly, it takes 

less time to "create" hardware on a computer than in a machine shop. If adequate high

resolution component models are available, their synergistic interaction and performance can 

be assessed analytically, which leads to a significantly reduced need to build and 

test hardware. 

From the foregoing, it is probably clear why we use simulation. Simulation can also be 

used to answer questions which cannot be resolved by field testing alone. Engineers can 

simulate many scenarios, environmental conditions, test sites, and design excursions which 

would be impractical to attempt via field testing. Also, they can simulate maneuvers which 

would be dangerous to attempt in reality. 

Finally, analytical synthesis is a very cost effective augmentation to field testing. For the 

reasons discussed in previous sections, simulation saves time and affords much more 

extensive evaluation than do field tests alone. 

7 Simulation-Based Concurrent Engineering 

The successful applications and expanded use of simulation over the past decade has clearly 

demonstrated that analytical and physical simulation are viable tools for drastically improving 

the military vehicle design, acquisition, and field support process. Additionally, with the 

rapid expansion and availability of Computer-Aided Design (CAD) and Computer-Aided 

Engineering tools, every engineering discipline today uses analytical tools in the development 

of a product. However, each of these tools have been developed and are used in isolation 

from each other, which results in minimal data sharing. Also, most analytical tools require a 

high degree of expertise to effectively utilize them. 

To neutralize these difficulties, engineers at TARDEC, using advances in network 

computing and database management systems, are integrating these analytical tools into a 

"simulation-based Concurrent Engineering environment" which will permit data sharing and 

close coordination of related tools. Further, the physical man- and hardware-in-the-loop 

simulators are being linked to this Concurrent Engineering environment to bring engineering

level design considerations into evaluations of prototyped components and new technologies 

within a simulated full vehicle system. Figure 14 is a pictorial representation of the 

simulation-based Concurrent Engineering system that is under development. 

To improve the ease-of-use for tools within the Concurrent Engineering environment, 

graphical user interface and knowledge encapsulation techniques are being used. These 

techniques have been successfully exploited in a Tracked Vehicle Workstation (TVWS) 

development project that is discussed in more detail in Reference 3. The TVWS, which gives 
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Figure 14. Simulation-Based Concurrent Engineering 
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combat vehicle design engineers access to advanced vehicle dynamics tools, fonns the basis 

for the TARDEC's Concurrent Engineering environment. 

8 Conclusion 

The achievements of simulation, in both military and industrial applications, are many. To 

create a "simulation-based Concurrent Engineering environment" requires dedication of 

resources and manpower to constantly explore new methodologies and to refine current ones. 

To properly implement this requires the following: 

a. Establish multidisciplinary project teams, foster project team interaction, work in parallel, 

and share product and simulation data simultaneously. 

b. Reorganize the engineering process and create a competitive advantage. 

c. Visualize product changes and growth as the design evolves. 

d. Increase communication between disciplines, to enable multidisciplinary teams to work 

in parallel. 

e. Create a more productive work environment and foster cross-functional areas 

of cooperation. 

TARDEC has a number of ongoing simulation research thrusts, with one objective in 

mind: simplifying the simulation process and putting simulation tools in the hands of 

journeymen engineers. Combined with the ever-expanding proliferation of high-perfonnance 

computing capabilities, the implementation of complex, theoretical techniques, impractical or 
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impossible before, is now making the engineer's job easier and, most significantly, 

more productive. 

In summary, the following benefits can be realized if simulation becomes routine: 

a. Create more designs with fewer people and increase the number of design iterations by 

well over a factor of 10. 

b. Create product designs that are competitive on a "worldwide" basis. 

c. Enhance component integration, evaluation of component interaction and verification of 

component functional and operational performance. 

d. Reduce test incidents (swprises) by 90 percent by getting it right the first time. 

e. Avoid rework and significantly reduce engineering change orders. 
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Abstract: After being able to determine structural behavior by means of finite methods, an 

important goal of engineering activities is to improve and to optimize technical designs, 

structural assemblies and structural components. The task of structural optimization is to 

support the engineer in searching for the best possible design alternatives to specific 

structures. The "best possible" or "optimal" structure is the structure which closely 

correspond to the designer's desired concept and his objectives while at the same time meeting 

the functional, manufacturing, and application demands. In comparison to the "trial and error" 

method generally used in the engineering environment and based on an intuitive empirical 

approach, the determination of optimal solutions by applying mathematical optimization 

procedures is more reliable and efficient if correctly applied. These procedures are 

increasingly entering industrial practice [1]. 

Keywords: optimization model; multidisciplinary optimization; optimization loop; design 

model/multicriteria optimization / shape optimization / composite fin ; satellite tank; 

offshore platform 

1 Definitions 

In order to be able to apply structural optimization methods to an optimization task, it must be 

possible to express both the design objectives and the constraints by means of mathematical 

functions. A Scalar Optimization Problem (SO-Problem) is generally defmed by the following 

expression: 

Def. 1: Continuous, deterministic SO-problem 

Min {f(x) I h(x) = 0 ; g(x) ~ 0 } (1) 
XE Rn 
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with IR n the set of real numbers, f an objective function, x E IR n a vector of n design 

variables, g a vector of p inequality constraints, h a vector of q equality constraints (e.g. 

system equations for the determination of stresses, deformations, etc.), and X: 

(x E IR n : hex) = 0 ; g (x) ~ 0 } the "feasible domain", where ~ has to be interpreted for 

each individual component. The main problem of structural optimization is that the objective 

function(s) and the constraints are very often nonlinear functions of the design variable vector 

x E IR n; however, the continuity of the functions and their derivations are usually assumed to 

be given. 

For a so-called Vector or Multicriteria Optimization Problem (MCO-Problem), the 

difficulty lies in finding appropriate solutions taking into account in a given way the multiple 

objectives. It is significant for such optimization problems with multiple objective functions 

that an objective conflict exists, i.e. none of the possible solutions permits a simultaneous 

optimal fulfillment of all objectives, or the individual solutions of the single objective 

functions are different [2]. 

Def. 2: Continuous, deterministic MCO-Problem 

Min {f(x): hex) = 0 ; g(x) ~ 0 } (2) 
XE R n 

Apart from the objective function vector f(x), all symbols are the same as in (1). Beside the 

usual objective "weight" there are other problem-dependent goals of great importance 

nowadays. These are: 

- flex) costs (manufacturing, material, assembly, etc.) 

- f2(x) structural requirements (deformations, stresses, stability, eigenfrequencies, dynamic 

responses, aeroelastic efficiency, flutter speeds, etc.) [3] 
- f3(x) surface accuracy (optics, astronomy, material manufacturing, etc.) [4] 

- f4(x) quality loss function (environmental conditions, imperfections, etc.) [5] 

A vector x E IR n is then and only then called functional-efficient or Pareto-optimal or p

efficient for the problem (2) if no vector x E IR n exists with the characteristics: 

fj (x) ~ ~ (x *) for all i E {l , ... ,m} and 

fj (x) < fj (x *) for at least one i E {l, ... ,m} . 
(3) 

If no vectors are Pareto-optimal, the value of at least one objective function fj can be 

reduced without simultaneously increasing the functional values of the remaining 

components [2]. Consequently, the subject of multicriteria optimization deals with all kinds 

of "conflicting" problems (therefore the quotation marks in (2». 



www.manaraa.com

359 

A continuous optimization assumes that the objective and constraint values of non-discrete 

design variables are calculable by interpolation or by means of structural analysis, 

respectively. If such a possibility is not given, only discrete optimization algorithms, e.g. 

Integer Gradient Method, must be applied for finding solutions [6,7]. Besides that, for the 

layout of supporting structures fulfilling several objectives, the degree of reliability of single 

specified values (objective functions and constraints) will be of increasing interest as a 

development goal. In the process of fabrication as well as in operation, the constructions are 

subjected to increasingly stochastic influences (e.g., fabrication tolerances, material 

characteristics, load characteristics). Hence, in order to receive information about the 

sensitivity of constructions, it will prove useful to consider the random distribution of 

objective and constraint functions already in the optimization calculations. Some algorithms 

are described in [8,9]. 

2 The "Three Columns" of Structural Optimization Techniques 

For all tasks of structural optimization, it is equally essential to note that the application of 

optimization theories in the design process depends upon the theoretical aspects of the 

technical problems. When dealing with the structural optimization problem, it is 

recommendable to proceed according to the "Three Columns Concept," consisting of 

structural model, optimization algorithms, and optimization model [2,10-12]. Any structural 

optimization requires the mathematical determination of the physical behavior of the structure. 

In the case of mechanical structures this refers to the typical structural response subject to 

static and dynamic loadings such as deformations, stresses, eigenvalues, etc. Furthermore, 

information on the stability behavior (buckling loads) has to be determined. All state variables 

required for the objective functions and constraints have to be provided. The computation is 

carried out using efficient structural analysis procedures such as the finite element method or 

transfer matrices methods. In order to ensure a wide field of application, it should be possible 

to adapt several other structural analysis methods, too. 

Structural optimization calls for efficient and robust algorithms mathematical programming 

methods, optimality criteria methods, or hybrid methods. In recent years, mathematical 

programming algorithms have been introduced more and more for solving nonlinear 

constrained optimization problems. These algorithms are iterative procedures which, 

proceeding from an initial design xo, generally provide an improved design variable vector xk 
as a result of each iteration k. The optimization is terminated if a breaking-off criterion 

responds during an iteration. Numerous studies have demonstrated that the selection of the 

optimization algorithm is problem-dependent. This is particularly important for a reliable 

optimization and a high level of efficiency (computing time, rate of convergence). If all 
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iteration results have to lie within the feasible domain, the Generalized Reduced Gradients 

(GRG)-Method could be applied [13]. 

According to the "Three Columns Concept" both the structural model and the optimization 

algorithms are linked in an optimization loop (Figure 1) via the single models of the 

optimization model. From an engineer's point of view, this column is the most important 

one of the optimization procedure. First of all, the analysis variables which are to be changed 

during the optimization process are selected from the structural parameters. The design model 

including variable linking, variable fixing, shape functions, etc., provides a mathematical link 

between the analysis and the design variables. In order to increase efficiency and to improve 

the convergence of the optimization, the optimization problem is adapted to meet the special 

requirements of the optimization algorithm by transforming the design variables into 

transformation variables. By using this approach, it is possible to almost linearize the stress 

constraints of a sizing optimization problem. Additionally, objective functions and constraints 

have to be determined by procedures that evaluate the structural response or state variables. 

When formulating the optimization model, the engineer has to regard the demands from the 

fields of design, material, manufacturing, assembly and operation [12]. 

Data 
r - - - - - - - - - - - - - L..-""'T""'-.....I - - - - - - P;epanition - - - - - - - - - - - : 
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Figure 1. Structure of an Optimization Loop 
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3 Optimization Modeling 

Special attention must be paid to single modules in the optimization modeling which are 

presented in Figure 2. Therefore, we are going to deal with several aspects of the 

following models. 

- Problem Def'mition 

~ 
- "Current Design - World - State" 

Initial Design - Alternatives 
- Topology Optimization 

+ 
%. 

Transformation x ~I Design Model f-%~x x ~y 

.. p,g Strategies (e.g. MC) f, g, h Evaluation Model r 
I+-

h f --p[f] r____..f,g,h 

t 
Sensitivity 
Analysis 

+ 
Figure 2. Modules of the Optimization Model 

3.1 Initial Design 

In order to find the best-possible initial design, a new concept is introduced which 

incorporates the determination of the general layout or topology of a component into the 

optimization process. Thus, methods of formal structural optimization should already be 

applied in the project stage. A methodology, consisting of three phases, which uses the 

homogenization method [14] as one tool for finding the topology is at several places in 

progress. This methodology links the homogenization method with a versatile structural 

optimization procedure via image processing method and geometrical modeling techniques 

[15]. A further way is the application of expert systems for the synthesis of mechanical and 

structural components by emulating the design process in design and re-design phases [16]. 
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3.2 Design Model 

The task of a design model is to calculate the structural analysis variables y from the design 

variables x by using a unique mapping rule: 

y = f(x) , x E IR , Y E IR . (4) 

The analysis variables are a subset of the structural parameters which are required to describe 

the physical behavior. In structural optimization problems, the analysis variables are usually 

sizing quantities (e.g. thicknesses, cross-sections, moments of inertia, etc.), geometrical 

dimensions, shape parameters or material quantities. Particularly when using discrete 

structural analysis methods (FE-methods, methods of finite differences, etc.), it is important 

that all structural elements as well as the node topology are determined by the design model. 

One part of design modeling can be carried out by a linear mapping 

y(x) = Ax + Yo ' (5) 

where the matrix A is the coordination matrix, the vector Yo E IR is a constant vector. Due to 

a different structure of the coordination matrix, various design models can be realized (for 

more details see [17]). 

3.3 Evaluation Model 

The state variables r of a structural mechanical system refer to quantities such as 

deformations, stresses, resulting forces, strains, eigenvalues, etc. These state variables 

depend on the design variables via the structural model. The task of the evaluation model is to 

formulate the objective function vector f and the constraints g as functions of these 

state variables. 

As mentioned earlier in (2), the majority of papers published on the examples of structural 

optimization deal with the minimization of the structural weight. However, for many 

applications other objectives can be more important than for example the minimization of 

deformations of highly accurate systems [4], the minimization of stresses in order to reduce 

stress concentrations, or the maximization of certain eigenvalues of a structure. For this 

reason, different types of constraints can also be used as an objective. Due to the nonlinearity 

of these objective functions, they are more difficult to treat than the structural weight. 
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3.4 Sensitivity Analysis 

Gradients of objective function(s) and constraints are determined by the sensitivity analysis 

with regard to the design variables (see Figure 2). These gradients are necessary for 

optimization algorithms of first and higher order (determination of search directions, 

approximation models). Introducing the state variables r E IR oj the objective functions and 

constraints read as follows: 

f = fer ,x) resp. g = g(r ,x) with r = rex) = r[y(x), y] . (6) 

The total differentiation yields: 

af af . af [ afj ] 
df (r ,x) = ar dr + ax dx wIth ar == arj mxn· (7) 

By eliminating dr it is possible to determine the sensitivity matrix Af whose i-th line 

corresponds to the derivatives af/ax: 

df = Afdx. 

Sensitivity information is additionally needed for various purposes like: 

getting more insight into the structural behavior (system identification), 

(8) 

establishing a design model to be as small as possible by choosing natural 

design variables, 

sensitivity of the optimal design relating to non-optimized parameters, 

testing of decomposition possibilities. 

The derivatives are usually calculated by the following procedures: 

Numerical method by means of finite differences, 

Analytical method, 

Semianalytical method (especially for FE-structural analysis) [2]. 

In recent years different authors have published numerous works on sensitivity methods 

(among others [18-20]). Many studies have demonstrated that the selection of the optimization 

algorithms has to ensue depending on the problem. This is particularly important for a reliable 

optimization and a high level of efficiency (computing times, rate of convergence etc.). 

4 Optimization Strategies 

4.1 Multicriteria Optimization 

The solution of nonlinear multicriteria optimization problems can be obtained in different 

ways; one is the transformation by substitutions into scalar optimization problems. Thus, it is 
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possible to detennine a compromise solution x out of the complete solution set X*, where 

X* is the set of all x* [2, 10, 11]. 

Def. 3: Substitute Problem 

min p[f(x)] 
xe X 

(9) 

is called a substitute problem for a vector optimization problem if there exists an X E X* with 

the characteristic 

p [f(i)] = min p[f(x)] (10) 
xeX 

Design Space X Criterion Space Y 

-

Figure 3. Mapping of a Feasible Design Space into the Criterion Space 

The function p is called preference function or substitute objective function or quality 

criterion (the last term being used mainly in control engineering). It is important to prove that 

the solutions x of all substitute problems are functional-efficient with regard to X and to the 

set of objective functions fl, ... ,fm; i.e. a point y = f(x) really lies on the efficient boundary 

dy *. At present, there are a number of rules transforming vector optimization problems into 

substitute problems. Within the scope of the optimization procedure they belong to the 

"strategies". The problem dependency of different methods can be highly relevant. The 

following methods can be applied: 

- Method of Objective Weighting 

(11) 
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Euclidian metric , 

Chebyshev's metric 
Min-max-formulation 

- Method of Constraint Oriented Transformations (Trade-Off Method) 

More details of the single methods are described in [2]. 

(12) 

(13) 

(14) 

(15) 

The efficiency of MCD problems can be enhanced by interactive methods. A distinction 

can be made with respect to the kind of and the stage at which preference information is 

required from the Decision Maker (DM). As a further distinctive feature the particular 

organization scheme of an approach can be considered as it prescribes the kind of scalar 

substitute problems which have been solved during the interactive optimization process. 

For the real design process interactive procedures have been mentioned or applied in only 

a few cases [6,21,22]. This, first of all, results from the nonlinearity of the problems, and 

furthermore, it is due to the fact that the structural analyses such as finite element methods 

must be carried out numerically which is a time-consuming process. In particular, such 

problems are considered by Diaz who presents an effective sensitivity analysis to variations in 

the DM's preferences based on Sequential Quadratic Programming [21]. 

4.2 Shape Optimization 

The definition of a certain design model includes the definition of the required approach 

functions, their discretization rule, their free function parameters and the assignment of design 

variables to these function parameters. Thus, one can determine an updated design by means 

of updated design variables and invariable approach function definitions. Besides this it is 

possible to define recursive calculations in the geometry model. This option is useful to 
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couple different approach functions or to move control points along arbitrary directions (not 

only along coordinate directions) [23]. 

In the following, three typical approach functions of the more complex geometry module 

are described more precisely. The description of the meridional shape can be carried out by 

parametric or non-parametric curves. In the case of a parametric description, the independent 

variables are parameters whereas in the non-parametric description one component of the 

position vector is independent. The non-parametric formulation is characterized by a major 

disadvantage in comparison with the parametric formulation: Curves or areas with tangents 

directed normally to an independent coordinate direction cannot be generated. The parametric 

formulation, on the other hand, allows this presentation. For this reason, all functions used in 

the described procedure are formulated parametrically wherever this is possible. The 

following curves can be used for modeling a meridi~nal shape: 

a) Straight line between two points 
The simplest shape function implemented is a straight line between two points. The length 

<X= ~ = s/Sg normalized to 1 is taken as a parameter. The shape function describes nothing but 

the linear interpolation of nodal coordinates between two supporting nodes (Figure 4). 

The interpolation can mathematically be formulated as follows: 

(16) 

x 

Figure 4. Curve Approximation by Means of Pieces of Straight Lines 

Here, the position vector rl is the origin and rn the end point of the straight line. On the line, 

points with equidistant or .linearly increasing or decreasing, nodal distances can be generated. 

In the case of this shape function, the coordinates of the origin and the end point can be taken 

as design variables. 



www.manaraa.com

367 

b) B-Spline Curves 

The nonlinear, parametric shape function of this type is defined by n + 1 control points 

which form a control polygon. With the exception of the first and the last point of the 

polygon, the control points are not placed on the B-spline curve. A B-spline curve r(~ 1) with 

the n + 1 control points Pi and ~ 1 as independent parameters is defined by 

n 

r(~l) = L Pi Bik (~1) . (17) 
i=O 

The blend functions Bik(~I) of the B-spline curve, the so-called B-spline basic functions, are 

functions of polynomial parameters of degree k -l. They can be calculated by means of the 

following recursive formula: 

(18) 

where the definition % = 0 is assumed for the blend functions. The knots tj allocate 

parameters ~I to the control points by means of which the shape of the curve can be 

influenced. For uniform, non-periodic B-splines with n + 1 control points they are calculated 

as follows: 

li= f-k+l 
if j <k, 

if k 5j 5 n, (19) 

n-k+2 if j > n . 

This yields the parametric range for ~I as 0 ~ ~I ~ n - k + 2. Figure 5 shows B-spline curves 

with 9 control points (n = 8) for different degrees (k -1) of the basic function. 

c) Modified Ellipse Curves 

A further shape function which is appropriate for special problems is shown in Figure 6. 

It involves an ellipse function with variable exponents. This can be expressed 

mathematically as: 

where 1(1, 1(2 are shape parameters and a, b semi-axes. 
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Figure 5. B-Spline Curve with 9 Control Points for Different Degrees (k-l) 
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Figure 6. Influence of Shape Parameters on the Modified Ellipse 

The use of this modified ellipse has the advantage that meridional shapes always exist for 
1(1 > 1 and 1(2 > 2 which satisfies the demands made with regard to the curve trend and the 

tangent position. It is possible to observe the volume constraint for different combinations of 
the shape parameters 1(1 and 1(2. This equation can be solved for x and y. The modified ellipse 

equation in a parametric form reads. 

x = a(sin cp )2/1(1 , 

Y = b(coscp )2/1(2, 

where cp is the parameter [24]. 

(21) 
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5 Description of Investigated Problems 

Details of the optimization process for the following examples are described in [31]. 

5.1 Composite Fin 

An aircraft fin has to fulfill quite different design requirements with a similar priority. The 

design of aerodynamic surfaces needs two major design steps, firstly, an aerodynamic design 

to define the overall geometry like area, span, aspect ratio, taper ratio and profile, and 

secondly, the structural design to develop the internal structural arrangement of skin, ribs, 

stringers, spars, rudder support and actuators, to fulfill the following design requirements 

with minimum weight: 

• Static strength due to design loads, 

• Aeroelastic efficiencies for performance, 

• No flutter inside the flight envelope, 

• Manufacturing constraints. 

The fin can be subdivided into the main parts stabilizer, tip and rudder (Figure 7). The cover 

skins of the fin are made of carbon fibre laminate with four different fibre orientations in the 

stabilizer and three in the rudder. The inner supporting structure is realized by an aluminium 

honeycomb core. The fin is supported at the connection points to the fuselage and the 

stiffness of the fuselage is modeled with a general stiffness element. The aerodynamic forces 

of five different flight conditions are chosen as static load cases. A detailed description of the 

aerodynamic model and the finite element model is presented in [26, 27]. 

Figure 7. Fin Structural Model 

The layer thicknesses and layer angles of a fin have been optimized considering 

constraints on failure safety, aeroelastic efficiencies and flutter speeds. The objective of this 
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examination was to demonstrate the efficiency of the optimization procedure and also the 

potential of possible weight savings. 

5.2 Satellite Tank [24] 

The following example illustrates the requirements for the optimization of a thin-walled, 

sealed satellite tank subject to constant internal pressure (Figure 8). The main task is to 

optimize the tank which requires the following demands: 

• adherence to the specified design space, 

• the weight should be as low as possible, 

• the tank must hold a maximum volume . 

. 
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Figure 8. Structural Model of a Satellite Tank 

The following design data and strength verifications for the satellite tank are given: 

a) The design space allows a maximum outer radius heightrmax = 436.9 mm; the tank height 

hmax must not exceed 433 mm. 

b) The inner pressure is given by p = 34,4 bar. The deadweight is neglected. 

c) The half-tank or cupola must have a minimum volume OfVmin= 215.2 liter. 

d) The tank is made of titanium alloy with specified material characteristics: 

- density p 4.5g/cm3, 

- Young's modulus 

- Poisson's ratio 

- ultimate stress 

E 

v 
1.1 x 105 N/mm2, 

0.3, 

O'ult = 1080N/mm2. 
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e) The strength verification is perfonned depending on the sign of the principal stresses (in 

meridional and circumferential direction) and according to the following reference-stress 

hypotheses of the plane stress state. 

Case 1. Principal stresses with the same sign imply that the reference stress is calculated on 

the basis of the maximum stress 

where 0"1, 0"2 are the principal stresses and O"u1t the permissible ultimate strength. 

Case 2. Principal stresses with different signs imply that the reference-stress hypothesis 

according to von Mises should be used: 

Functional-efficient solutions of the satellite tank design shall be detennined for the objectives 

"weight minimization" and "volume maximization". As a shape function, we exclusively use 

a modified ellipsoid with parabola approach in the pole area. 

5.3 Offshore Platform [28] 

Figure 9 shows the sketch of a semi submersible which is chosen as the design example for an 

offshore platfonn. It consists of a platfonn, two submerged cylindrical hulls, and several 

cylindrical columns that connect with them. It has symmetries with respect to its longitudinal 

and transverse axes. The basic configuration of the semisubmersible is specified by the hull 

diameter D, the hull length L, the interval between hulls 2b, the submerged depth of a column 

h, the maximum number of columns per hull (2n + 1), the i-th column diameter di 

( i = 0, 1, ... , n), and the distance between the center of the hull and the i-th column Ii 

( i= 1, 2, ... , n). 

In addition to the heave response in irregular waves, it becomes necessary to take account 

of various design conditions such as building cost, dynamical and statical stabilities, loading 

weight, platfonn size, strength, and so forth at the practical design of a semisubmersible. 

Therefore, relationships among these design conditions become very complex, and it becomes 

very difficult to fonnulate the optimization problem and to detennine many design 

variables optimally. 
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Figure 9. Sketch of a Semisubmersible of Lower-Hull Type 

6 Conclusion 

In the aerospace and offshore industry, the methods of structural optimization playa more and 

more important role in the process of engineering design. It is especially for complex design 

problems that their application leads to better, most possibly optimal layouts which fulfill all 

requirements in the best possible way. Nowadays, mathematical optimization algorithms and 

efficient structural analysis packages like finite element methods establish the basis for 

optimization computations with a high rate of generality and efficiency. The additional 

inclusion of optimization models does not only lead to a very modular architecture but also to 

the direct consideration of all relevant practical demands. The problem definitions of some 

examples of aircraft, spacecraft and naval structures are described. 

For such complex structures, the design of high performance structures involves large 

scale optimization problems with objectives and constraints from different disciplines. These 

objectives and constraints have to be fulfilled simultaneously, e.g. statics, buckling, 

aeroelastics and dynamics. In order to treat such problems, a number of optimization 

procedures have been developed worldwide in the 80s. It has already led to considerable 

improvements in solving many design problems. Some program architectures like SAPOP 

[17], LAGRANGE [25], ENGINEOUS [29], and ASTROS [30] are very 

similarly organized. 

The structural weight has often been the most essential and the only objective function for 

the optimization. But today, more and more problems occur where other objectives have to be 

optimized with the same priority as well. For the design of aircrafts, the aerodynamic and 

aeroelastic features are required in addition to the structural weight. Different objectives have 
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to be fulfilled for spacecraft structures during the launching phase and during the operation in 

orbit. Here, the multicriteria optimization methods are suitable for determining unique and 

optimal compromise solutions [2]. 
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Teleoperation of a Redundant Manipulator 
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Abstract: For an interactive real-time simulation of teleoperation, this paper describes an 

iterative form of resolved motion rate control in which the constraint Jacobian is constructed 

on-line in real time and is used in the pseudoinverse method, as the manipulator is 

teleoperated. The operator's command is interpreted as a series of increments in Cartesian 

space, and then the constraint Jacobian is developed between two successive increments by 

viewing the predecessor as the initial configuration and the successor as the target 

configuration. The Jacobian constructed in this way enables us to treat both free motion and 

environmental contact in the same way. Although this method requires numerical iterations, 

its convergence is fast enough to allow real-time control. 

Keywords: teleoperation / simulation / recursive dynamics / redundant manipulator / 

constraint Jacobian 

1 Introduction 

Teleoperation, one of the challenging domains of robotics [1], involves a human operator, a 

hand controller, and a manipulator. In typical teleoperation, the manipulator completes, under 

a human operator's supervision, tasks ranging from simple trajectory following to pick-and

put operation. Consequently, the manipulator intermittently closes the kinematic chain and 

such closures cause problems in inverse kinematic analysis. The operator's interactions with 

the manipulator add another problem that is caused by the intrinsic difference between a 

human operator and a robotic manipulator; that is, a human operator works more efficiently in 

Cartesian space [2] whereas most manipulators are designed with joint servo control. These 

problems become even more complicated with a redundant manipulator. In general, 

teleoperation requires real-time Cartesian space control [3, 4] in the presence of kinematic 

redundancy and intermittent kinematic loop closure. 
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In this research the human operator "commands" the end-effector in Cartesian space. The 

inverse position/orientation problem is solved iteratively using inverse velocity/angular 

velocity solutions [5]. The difference, however, lies in Jacobian construction. This paper 

proposes using a constraint Jacobian and its pseudoinverse in inverse kinematics analysis. 

Unlike the Jacobian defined when the end-effector's Cartesian positions are known 

beforehand, the constraint Jacobian can be constructed on-line as the operator maneuvers the 

manipulator's end-effector in Cartesian space. In teleoperation, the desired configuration of 

the end-effector is known only after the operator has commanded through a hand controller, 

so both Jacobian construction and inverse kinematic analysis must be completed on-line in 

real time. The constraint Jacobian is derived from the six constraints [6] that are imposed on 

between the current and the desired end-effector's Cartesian position and orientation. The 

desired Cartesian position and orientation is viewed as the target configuration that the current 

position and orientation will eventually have to assume. Constraining the two configurations 

yields six constraints. This view is applicable to both free motion (unconstrained motion) and 

environmental contact (constrained motion). For both cases, the constraint Jacobian can be 

constructed in the same way, which enables a smooth transition between open- and closed

chain kinematics. This Jacobian and its pseudoinverse are used in iterations to yield the joint 

command angles necessary for the joint controllers. The procedure is illustrated with a 

positional hand controller, specifically the Kraft 6-dof mini-master, and a 7-dof redundant 

manipulator [7]. 

The actual algorithm iterates until the constraint violation reduces to a small quantity. 

Despite such numerical iterations, the proposed method proves useful to real-time control in 

teleoperation. Even though the pseudoinverse method has drawbacks as pointed out in [8], it 

is simple enough to be implemented in real-time control. 

2 The Constraint Jacobian 

For real-time dynamics, the equations of motion are written in the recursive formulation using 

the spatial velocity vector [9] (also called the velocity state vector [10]). This formulation 

readily produces the constraint Jacobian in spatial vector notation. For use in joint control, 

however, this Jacobian is then expressed in joint variables. This section introduces some of 

the key equations in recursive kinematics between two contiguous bodies, the derivation of 

the constraint Jacobians for position and for orientation separately, and the conversion of the 

Jacobian in spatial vector notation to that in joint variables. 
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2.1 Kinematics Between a Pair of Contiguous Bodies 

Consistent with the notations in Figure 1, recursive kinematics is developed between a pair of 

bodies. Primed vectors are expressed relative to the body-fixed coordinate frame (x'-y'-z') 

whose origin is located at the centroid. Unprimed vectors are relative to the global frame 

(x-y-z). Subscripts i andj indicate bodies i andj, respectively. The spatial velocity between a 

pair of bodies [10] is written as 

(1) 

where the spatial velocity vector Y j and the velocity transformation matrix B ij are defined as 

y.: J J J [r. + f.Ol'J 
J Olj 

Body i 

Figure 1. A pair of contiguous bodies: subscripts i and j indicate bodies i and j, 
respectively; P locates a joint; r is the vector to the centroid; S defines the joint location 
relative to the body-fixed frame; a' is an arbitrary vector fixed on the body; A is the 
direction cosine matrix; qij is the relative coordinate between bodies i and j; and dij is the 
vector between points Pi and Pj, and is a function of Ai and qij. 

(2) 

(3) 

A matrix similar to Bij is called the partial velocity matrix for the end-effector [5]. The 

transformation matrix Hij [11,12, 13] is a function of the orientation matrix Ai and the joint 

coordinate qij' If the connecting joint is revolute, qij indicates the joint angle with d ij = 0 
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and the matrix Hij becomes a unit vector (h) along the axis of rotation. The velocity 

transformation matrix Bii' therefore, reduces to 

(4) 

Subscripts i andj in qij and Bij indicate relative quantities of the outboard body j with respect 

to its inboard body i (Le., j-l). It should be understood that B j and qj mean B(j_l)j and 

q(j-l)j' respectively. 

2.2 Constraint Equations and the Constraint Jacobian 

The bodies i and j in Figure 1 can also be viewed as being related by the kinematic constraints: 

(5) 

These constraints consist of the position and the orientation constraints that are specified by 

orthogonality or parallelism between the vectors fixed on each body. The relative orientation 

of a pair of bodies i andj can be constrained by the condition that the body-fixed non-zero 

vectors ai and aj be orthogonal: 

(6) 

which is called the dot-l constraint between vectors ai and aj [6]. The orientation constraint 
Jacobian is derived in the spatial vector Zi: 

(7) 

where 
cSXi == cSAA 
«n.,ori == [0 -aTa.] 

Zi J I 
(8) 

The position constraint Jacobian is derived similarly by imposing on a pair of bodies the 

condition that points Pi and Pj coincide; that is, 

(9) 

This condition is called the spherical joint constraint [6]. The position constraint Jacobian is 

then found as follows: 

(10) 
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where 

The constraints of Equations (8) and (11) can be expressed in joint variables 

where the followings are used 

M> = Wzj OZj + cIaz. OZi = ct»dOZi + B joqj) + cIaz. OZi 

= (Cbzj + Cbz; )OZi + CbzjB jOqj = 0 
~ '--.r---' 

==0 -.j 
OZj = OZi + Bjoqj 

3 Cartesian Space Control 

(11) 

(12) 

From the human operator's standpoint, teleoperation in Figure 2 is Cartesian space control, 

involving inverse kinematics, manipulator dynamics and control, and computer graphics. 

Teleoperation is initiated by the operator's command input through the hand controller. The 

operator's motion is divided into a series of increments in Cartesian space. These Cartesian 

increments (LU) are transformed into incremental angles (~q) by the Jacobian (~q = <1>; ~). 
The incremental joint angles are then input to the joint servo controllers, which in turn 

produce necessary joint torque. The resulting position and orientation is displayed on a 

graphics workstation to provide the operator with visual feedback. 

Incremental change (~x in Cartesian 
space) of the end-effector position 

Target configuration (in Cartesian 
space) of 7 -dof robot end-effector 

Figure 2. Teleoperation with a Redundant Manipulator 
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3.1 Kraft Mini-Master and a Position Mapping Algorithm 

The manipulator model used here has seven degrees of freedom, shown in Figure 3. The 

hand controller is the Kraft mini-master (Figure 4), a six degree-of-freedom hand controller 

interfaced with the manipulator. The mini-master is kinematically similar to the human arm so 

that the human operator can use it comfortably in Cartesian space with reduced cognitive 

learning [14]. The manipulator, on the other hand, is joint-controlled. Therefore, the task is 

to relate six joint angles of the mini-master to seven joint angles of the manipulator in the way 

that the manipulator's end-effector follows the mini-master's grip. 

Pitch 

Pitch 

Figure 3. The Configuration of the Redundant Manipulator 

The mapping algorithm from the mini-master to the manipulator involves the mini

master's kinematics and the pseudoinverse of the constraint Jacobian. When the operator 

maneuvers the mini-master, its joint angles are sent to the host computer where the mini

master's kinematics program converts the joint angles into the Cartesian coordinates. These 

Cartesian coordinates are multiplied by six constants to yield the corresponding Cartesian 

coordinates of the 7-dof manipulator'S end-effector. The six constants are determined to 

expand the mini-master's workspace to the manipulator's workspace as closely as possible. 

The next task is to convert the end-effector's Cartesian coordinates into joint coordinates, so 

that the joint controllers can exert the right amount of torque. In doing so, we have used the 

lower joints (at the shoulder and elbow) primarily for positioning and the upper joints (at the 

wrist) for orientation. Consequently, the three Cartesian coordinates of the hand controller's 

gripper are converted into the lower four joint command angles of the redundant manipulator, 

and the three wrist angles of the mini-master are taken as the three wrist joint angles of the 

redundant manipulator .. 
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Figure 4. Kraft Mini-Master in the Foreground an the Simulated Manipulator 
in the Background on the Graphics Screen. 

3.2 An Inverse Kinematics Algorithm Based on the Constraint Jacobian 

A situation unique to teleoperation is that the target position and orientation is inputted on-line 

by the operator. Consequently, the control algorithm must first translate incremental 

Cartesian coordinates (M) into incremental joint angle change (.1q) [5], and then.1q into joint 

torque. This translation requires inverse kinematics analysis of a manipulator as described in 

the following. 

If the manipulator is non-redundant, the end-effector Cartesian position and orientation 

has a unique kinematics relation with the joint angles 

x= F(q) (13) 

where :I: is a 6x1 vector; and q is also a 6x1 vector, representing the joint angles. For known 

Cartesian coordinates :1:, Equation (13) is viewed as constraint equations, instead of an 

explicit expression for q being sought, i.e., 

ell = x - F( q) = 0 (14) 
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from which the constraint Jacobian is defined as 

The incremental motion in joint space can then be solved, at least conceptually, by inverting 

the Jacobian, 

(15) 

In fact, Equation (15) can be solved numerically as long as the Jacobian remains non

singular. 

When the manipulator is redundant, a single Cartesian position of the end-effector may 

correspond to multiple sets of associated joint angles. If an additional condition, such as 

minimization of the Euclidean norm of angular velocity [5, 7, 15], is added, a unique set of 

joints angles can be identified. Such a method is called the pseudoinverse method, or Moore

Penrose generalized inverse method [16]. When the minimization is applied to the Euclidean 

norm of angular velocity, the pseudoinverse method defines «IJ; as 

(16) 

If «IJq is of full row mnk, then 

(17) 

Although using the pseudoinverse for the derivatives (dq and dx) does not yield an inverse 

function between the variables themselves [8], the pseudoinverse method turns out to be 

useful for real-time on-line computation as is required in teleoperation. 

The constraint Jacobian is developed by decomposing the commanded path into a series of 

increments in Cartesian space. For any pair of successive increments, say, i and j in 

Figure 5, the predecessor (i) is viewed as the current configumtion and the successor (j) as the 

target configuration that the end-effector has to assume. Two end-effectors at i andj can be 

viewed as a pair of contiguous bodies as defined in Figure 1. The constraint equations result 

from imposing end-effector j' s position and orientation as six constraints on end-effector i. In 

other words, configuration i is forced to assume configurationj. These constraint equations 

yield the constraint Jacobian, which in tum gives the joint command angles necessary for 
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configuration i to assume configuration j. This process requires iterations until the constraint 

violation falls within an acceptable tolerance. 

Constraints are 
imposed <I> == 0 
between them ... 

Current· 
configuration i 

'-

•• • • 

, , 
Ground, s s s s S s s s s s s s. S S I 

Figure 5. Artificial Constraints Imposed on End-Effector i: End-Effector j 
is at the Target Position and Orientation. 

Numerical iteration is applied to Equation (17) in which the incremental Cartesian motion 

(dx) is inputted by the operator and the pseudoinverse of the Jacobian is developed. At the 

start, the current configuration is known both in Cartesian space (x) and in joint space (q), 

but the target configuration is known only in Cartesian space (x). Also known are the three 

wrist angles of qi because they are taken from the mini-master's wrist angular displacements. 

The other four components of qi are, however, unknown. These four unknowns are 

determined through the pseudoinverse of the three positional elements of Xj: 

(1) Calculate the difference between the initial and the target configuration, ~(O) = Xi - X j' 

(2) Determine the position constraint Jacobian in spatial vector space, 

cI(7 = [I r(k) + S(k) ]3X6 • 

These vectors r(k) and S(k) are already available from dynamics computation. Next, 

convert this Jacobian into the Jacobian in joint space, w,:: = <l(.7B(k)j' where B(k)j is 

defined in Equation (3) and k == 0 indicates the initial configuration i. 

(3) Construct the full Jacobian: 

Wq(k) = [---<!;~--] 
03X4 13x3 6x7 

The pseudoinverse of the Jacobian is then determined as: 

w+ =wT W wT ( )
-1 

q(.) '1(') '1(') q(.) 



www.manaraa.com

(4) 

(5) 

384 

Calculate incremental joint angles ~q(k) = ~q+ ~X(k), The new joint angle vector is 
(') 

q(k) = qi + ~q(k) • 
Calculate the corresponding Cartesian configuration X(k) = F(q(k)) and the constraint 

violation ~X(k) = X(k) - X j' Check if the amount of the constraint violation 1I~(k)11 is 

smaller than a preset tolerance (e). If yes, stop; otherwise, continue. When the 

constraint violation is less than e, q(k) becomes CIi. 
The iteration occasionally diverges when the operator's commands change too abruptly or 

when the Jacobian becomes ill-conditioned. The first cause of divergence is minimized by 

high-speed sampling, fast serial communication, and real-time computation. The 

minimization of the velocity norm helps to avoid singularity, even though not always 

successful, This situation could be further improved by the damped least-squares methods 

[5] or by some other methods [7]. 

4 Concluding Remarks 

To solve the inverse kinematics in teleoperation with a positional hand controller, we 

iteratively use the resolved motion rate control [4] in which the constraint Jacobian is 

constructed on-line and used in the pseudoinverse method as the manipulator is teleoperated. 

The iteration converges within a few cycles, so real-time control is possible. Although the 

pseudoinverse method has drawbacks, it is simple enough to be implemented for real-time 

operation. The use of the constraint Jacobian is applicable to both free motion and 

environmental contact. For the former case, six constraints are "artificially" imposed between 

two configurations. For the latter, there actually exist six constraints between the end-effector 

and an object fixed on the environment. Since the constraint Jacobian is constructed in the 

same way whether in contact or not, the same algorithm applies to both cases, which enables 

a smooth transition between open-chain (noncontact) and closed-chain (contact) kinematics. 

Acknowledgement: Research supported by NSF-Army-NASA IndustrylUniversity 

Cooperative Research Center for Simulation and Design Optimization of Mechanical Systems. 
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Relationship Between Design for Manufacturing, a 
Responsive Manufacturing Approach, and 
Continuous Improvement 
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FMC Corporation/Naval Systems Division, 4800 E. River Road, Minneapolis, MN 55421-1498 USA 

Abstract: Low volume and custom designed products cannot realistically be designed and 

produced with static or "frozen" design definitions. Rather, design refinement continues 

throughout the development and production life of the product. Design changes and iterations 

are a way of life in such an environment, and can be (and should be) a powerful part of 

"continuous improvement". To take advantage of this powerful potential, design changes 

must be introduced in a controlled manner, and should be introduced rapidly and efficiently. 

In most system job shop environments, the excessive work-in-process inventories and 

poor in-process quality result in very long times from engineering release through product 

delivery. These long times and the resulting disruptive effects of engineering changes lead to a 

variety of "workaround" approaches, including special prototype shops, "skunkworks," and 

outside fast-turnaround shops. However, dramatic reductions in work-in-process and cycle 

times can be achieved through aggressive application of just-in-time and total quality 

management principles. In turn, the much more responsive manufacturing environment 

greatly facilitates change implementation, which in turn allows direct use of the production 

shops instead of "special" arrangements or shops. In turn, the iterative learning between 

design, manufacture, and use can be utilized as a powerful aspect of Continuous 

Improvement. The approach and results are illustrated with a case example. 

Keywords: continuous improvement / concurrent engineering / custom design / job shop / 

just-in-time / total quality management / design changes 

1 The System Job Shop Environment and Design Iterations 

Much of the literature and the discussions concerning design for manufacturability or 

concurrent engineering is oriented to a product design/manufacturing process for the serial 

production of a high volume of identical items. In this environment an objective to rapidly 

develop a producible and functional design which is then "frozen" may be appropriate. 
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However, in many other environments, most notably low volume and custom designed 

products, such an objective cannot realistically be achieved. Rather, design refinement 

continues not only through the development cycle, but also during the production life of the 

product. Design changes are a way of life in such an environment because the evolution of 

the design over time is required to stay competitive as technologies and environments change. 

However, manufacturing management and often general management tend to regard such 

changes as disruptive and harmful leading to attempts to "stop the changes" and slogans such 

as "do it right the first time". Although some changes are the result of preventable errors, 

"doing it right" is a naive objective which fails to recognize that design changes are an 

essential and powerful element of the continuous improvement process. But, to take 

advantage of the power of continuous improvement, design changes must be introduced in a 

controlled manner and preferably should be introduced rapidly and efficiently. The attitude 

and approach of the manufacturing unit are a significant influence in establishing the 

desirability of the design change process and in developing the ability to handle constructive 

changes in an iterative manner. 

Figure 1 categorizes different kinds of discrete manufacturing businesses ranging along 

two different axes, one from low volume to high volume and one from low complexity to 

high complexity. Although it may not be intuitively obvious, high unit volume applications or 

operations tend to be somewhat easier to manage than low unit volume operations since it is 

economical to put more intense effort into not only the design but also the management and 

control aspects of given products. The most complex operations to manage are low volume, 

high complexity product shops such as capital equipment for the mining and construction 

environments, aircraft programs, and the like. These operations are characterized by low 

volumes of individual products, large product mix, and each individual product characterized 

with multi-level indentured bill of materials involving make parts, buy parts, as well 

as assemblies. 

Figure 2 contrasts the typical design through production cycle of high volume, standard 

products with that same cycle for low volume and custom designed products. For high 

volume products, typically a design phase is followed with a prototype phase which is then 

followed with some early low rate production to check out both the design and also the tooling 

and the manufacturing processes. After confirmation that the processes as well as the design 

are satisfactory, the design and tooling and approaches are "frozen" and serial production 

commences, usually at high rates with little future designs iterations until such time as a major 

product change is introduced. In contrast, low volume and custom products cannot afford 

such a prove-out process. For these products, generally design continues throughout the life 

of the product, involving continuous improvements and iterations, and although there may 

sometimes be a few development units, the production units themselves continue to evolve 

and change as technology, customer needs, and manufacturing opportunities present 
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Figure 1. Categorization of Discrete Manufacturing 

"High Volume" Standard Products 

"Low Volume" and Custom Products 

Figure 2. Design Through Production Cycle 
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themselves. In either of these environments, getting error-free designs accomplished is 

clearly desirable. Also, in either of these environments, the use of approaches to prove out 

designs short of building hardware can be highly desirable, for example, the use of 

mathematical simulations and modeling. However, in spite of very significant advances in 

our ability to simulate real hardware, engineering changes will still be required in the case of 

low volume and custom products as opportunities to improve the product are determined 

through feedback from the manufacturing process as well as from the customer. 

In this environment, characterizing engineering changes as "bad" and as due only to errors 

by engineering or in the engineering process is counterproductive. Instead, although 

engineering changes caused by errors in engineering are clearly desirable to avoid, many 

engineering changes are the result of and necessary for the continuous improvement process. 

With a continuous improvement process the quality and consistency of the product, the 

productivity involved in manufacturing the product, the product features that the customer 

desires, as well as the reliability and maintainability of the product in the field, are all subject 

to improvement. Thus, the objective should NOT be to eliminate design changes. Sometimes 

we hear it said that we should "do it right the first time" or "design it right the first time". 

Although this statement or desire sounds appealing, it implies that we can know what is 

"right" and in fact it implies that somehow we could produce a design that cannot be 

improved. A much better view is that we should consider designs "not wrong" but should 

always seek ways to improve our product for the customer and for producibility 

considerations. Such improvements do not imply the design was wrong to start with, but 

only that through further experience with the design we can make it better. 

Unfortunately, management usually perceives that engineering changes are bad and cause 

costs to be higher than they would be otherwise. The head of Operations often says "I would 

do real well manufacturing this product if only we didn't have all these engineering changes". 

What the manager should really say is "I wish we did not need all of these engineering 

changes to either make the product work or to improve our ability to manufacture it or to 

improve the product for the customer". Even with this more correct interpretation of the need 

for engineering changes, it still draws the conclusion that somehow fewer changes are always 

better. In fact, more changes would often be the most economical solution and also lead to the 

best product in the marketplace. 

Figure 3 presents experience with a production program started up in the mid-1970s by 

General Dynamics (the author was the head of operations during the period of the chart). As 

shown in Figure 3, for approximately 3,000 engineering drawings on the F-16 Aircraft 

Program, over 22,000 changes were introduced in the first three years and a total of 30,000 

changes in the first five years of this development and production program. Conventional 

wisdom would suggest that with this very high change traffic the program must have been 

chaotic and probably unsuccessful but, in fact, the opposite was true. Although some of the 
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drawing changes introduced in this period were narrowly the result of engineering errors, 

much of the change traffic was involved in improving the producibility of the product as well 

as improving the functionality for the customer. 
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Figure 3. Engineering Changes on the F-16 Program 

Figure 4 presents the manhour result for the first development F-16, the first production 

F-16 (Number 9), the l00th production F-16, and the 200th production F-16. As indicated in 

the figure, the manhours per aircraft reduced from 183,000 on the first aircraft to 33,000 on 

the 200th aircraft, a result which represents approximately a 76% learning curve. Although 

many people would observe that those are very good results in spite of all the engineering 

changes, a more reasonable interpretation is that those are very good results in part because of 

the engineering changes. 

The example in Figure 4 illustrates that very good results can be achieved with high 

engineering change traffic and in fact suggests that such engineering change traffic can be 

desirable. In fact, the objective should not be to reduce the change traffic but rather to manage 

changes effectively; this means to manage the changes as a controlled process with clear 

configuration control and to handle the changes rapidly and efficiently. Unfortunately, the 

way manufacturing operates in most operations, it is difficult to introduce changes either 

rapidly or efficiently. 
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Figure 4. F-16 Production Manhour Improvements 

Figure 5 addresses the question "Why does it take so long to make a part?" for the 

environment at General Dynamics on the F-16 Aircraft Program in 1976. From engineering 

release of a change to the production of a finished, detailed part typically took three and one

half months based on the way that operation was organized and operated (this is and was a 

typical approach in such an operation). As illustrated in Figure 5, the process of turning out 

the part involves a large number of steps and each of the steps involves significant time even 

though the actual work time in most of the steps is very small. On average, the work time to 

go through the process from an engineering change to the finished part might represent 20 to 

40 hours of work, and yet the elapsed time was typically three and one-half months. 

Since in most system job shop environments the time from engineering release through 

part production, assembly, and test is quite long, either design changes must be introduced 

slowly or much of the work must be done out of the normal production cycle. Because of 

these considerations, special engineering prototype shops are often established. Alternatively, 

"skunkworks" represent another approach to improve and shorten the design/manufacturing 

cycle and many companies utilize outside, fast turnaround shops for their "changes". 

Although these approaches may speed up the process and avoid initial disruption of the 

production shops, they suffer the major disadvantage of "lost learning" by the production 

shop and often just delay the production disruption of the change implementation. 

The primary cause of the long lead times in implementing changes into production are the 

excessive work-in-process inventories in most such shops, both physically in the shops as 

well as in the paperwork queues in the office. The large WIP exists for a variety of reasons, 

especially including quality problems (defects) with the product or process. These long in

process times and large WIP complicate change implementation by requiring either a long time 
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to implement changes and/or many parts to scrap or rework in order to implement the changes 

and/or product and process. quality problems when the changes are introduced through brute 

force in spite of the production flows. 

However, dramatic reductions in WIP and consequently in cycle times from order 

placement to completed product can be achieved through aggressive application of just-in-time 

and total quality management principles. In turn, the much more responsive manufacturing 

environment that can be achieved allows an improved manufacturing/engineering interface. 

With much shorter cycle times change implementation can be greatly facilitated, allowing 

direct use of the production shops instead of "special" arrangements or shops. This in turn 

allows iterative learning between design, manufacture, and use and allows the engineering 

change process to become a powerful aspect of continuous improvement. In effect, for low 

volume system job shops and custom design shops, just as it is reasonable to emphasize 

design for manufacturability, it is also reasonable to have manufacturing for designability; this 

is to structure the manufacturing environment so that design changes can be efficiently 

implemented and so that iterative learning can occur. 

2 A Case Example 

The author managed the HDS Division of Schlumberger Well Services from the summer of 

1985 until 1989 . During this period the principles of reduced cycle time management and total 

quality management were used to greatly change the thru-put times and quality levels of this 

operation. In turn, these changes facilitated the interaction between design engineering and 

manufacturing, made the introduction of required engineering easier, and allowed the 

continuous improvement not only of the processes but also of the products. These results in 

manufacturing are illustrated below together with observations about the impact on the design 

engineering organization. 

HDS manufactured a wide array of different system level products. In 1988 

approximately 400 different assets or products were produced. These products ranged from 

large trucks used to transport the equipment to drilling well sites and to carry the computers 

for testing oil and gas wells, to table top printers, to downhole electromechanical tools, to 

computers - a vast range of different products. In addition to new products, the division 

produced renovations or overhauls of older products from the field. The average production 

rate of the various products was six units per month in 1988 with a range (for a given 

product) from zero in anyone month to a high of 80 per month for the table top printers. The 

average production cost of the products was $20,000 with a range from $4,000 to $300,000. 

Clearly this operation had a diverse product mix of sophisticated products. 
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The long lead times to produce already designed products at HDS in 1985 are illustrated in 

Figure 6. As indicated, the average product took 16 months from the beginning of 

procurement to the final assembly, test, and delivery. Of this total time, over ten months was 

involved in value-adding functions within the operation. With these lead times any 

engineering changes to be introduced had to be introduced many, many months before the 

delivery of the product. And to be introduced without significant workarounds required 

typically over a year of elapsed time from design release until such a change could be 

incorporated into production. In this environment, not surprisingly, changes were resisted 

and the customer's normal complaint was that HDS was unwilling to improve or even fix 

product problems that were evident. To avoid disrupting production with its long lead times, 

HDS had in service in 1985 a dedicated prototype area to build new products. In addition, 

both engineering and customer support operated their own machine s.hops and extensive use 

was made of small outside machine shops to handle engineering prototype efforts. The 

production machine shop was only used for already designed and developed production 

machined parts. The division had a high defect rate in ongoing production and had a large 

number of "use-as-is" dispositions of the defects that were found, suggesting an inability to 

either make the designs as designed or to change the designs to what was truly needed. 

Purchased Parts 

Machined Parts Top Level 
Assembly & Test 

Subassembly 

Purchased Electronic Parts 

Subassembh 

Machined Parts 

Sheet Metal 
Parts 

I I I I I I I I 
I I I I I I I I 

16 14 12 10 8 6 4 2 o 
TIME IN MONTHS BEFORE DELIVERY 

Figure 6. Typical Lead Times in MRP at HDS in 1985 
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2.1 Actions Taken 

In the summer of 1985 a different approach to management and production at lIDS was 

initiated. These efforts are described in more detail in References 1 through 5, wherein the 

approach and philosophy and many of the techniques undertaken to change the lIDS approach 

are discussed. These changes included a reorganization from a functional organization to an 

organization by product lines and the introduction of a disciplined project management 

approach to the management of new products, new product introductions, ongoing 

manufacture, and improvement of existing products. The key to the approach and the changes 

was an emphasis on reduced cycle time which was achieved by concentrating on reducing lead 

times, queues, and lot sizes throughout production. In turn, the emphasis on the reduction in 

cycle time made an emphasis on improving the quality of the processes mandatory. Defects 

cannot be allowed to languish or to be oft repeated as less and less inventory exists in the 

factory or in the office. Thus, an emphasis on reduced cycle time motivates an emphasis on 

defect reduction and on corrective action to keep defects from recurring. As the cycle times 

were reduced throughout the operation and the quality improved, it became easier to convince 

engineering of the advantages of doing prototype work and change introduction through the 

production shops since these shops could respond in reasonable times and the learning that 

comes with the first trial of any new part or new change could be capitalized on to smooth the 

way for eventual recurring production. Eventually separate machine shops in engineering and 

customer support were eliminated and the use of outside shops for fast turnaround special 

work was greatly reduced. By integrating the new product build into production, engineering 

changes became an asset to improving performance rather than a problem to be eliminated. 

Over time the emphasis on reduced cycle time and total quality management resulted in 

dramatic changes in the operation at lIDS. Figure 7 tracks monthly work-in-process turns at 

lIDS from 1985 through 1988. When we began the effort, lIDS experienced thru-put of 

approximately 2.3 work-in-process turns per year which implied 150 days to add value to the 

product. Three years later the monthly work-in-process tums were in excess of 12 implying 

only 30 days to apply value to the product. These achievements spanned all of the functions 

at lIDS from the machine shop and sheet metal areas, to printed circuit board assembly and 

test, and to the major assembly and test areas of each of the products. To illustrate these 

changes more discretely, the machine shop will be examined in more detail. 

2.2 The Machine Shop 

As noted above, the production machine shop did not historically handle fast turnaround parts 

or new parts until they had been previously built either at an outside shop or in one of the 

other machine shops supporting engineering or the customer. Starting in late 1985 we set out 
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Figure 7. HDS Monthly W-I-P Turns 

to produce all of the one-of-a-kind and fast turnaround parts in-house in the production 

machine shop. The primary motivation for this consolidation of machine shop activity was to 

be able to capitalize on the learning inherent in manufacturing and in working closely with 

engineering to refine the designs so they would be manufacturable. To make the production 

machine shop responsive enough to handle this objective, we put increased emphasis on 

tooling and on our numerical control programming capability. And, both to achieve this 

machine shop consolidation and to improve the overall performance and responsiveness of the 

machine shop, we changed our management approach to achieve greatly reduced cycle times. 

This machine shop had 86 operators or machinists when we began the effort and involved 

both conventional and numerically controlled machines, with parts ranging from simple three

axis parts up to and including sophisticated and very tight tolerance five-axis parts. To handle 

this variety we established cells. Cellular manufacturing allows a shop to be organized as 

many little shops instead of one large one; and by grouping similar parts in cells with all of the 

equipment to produce those parts, reduced setup costs can be achieved within the cell; this in 

turn allows small lots to be economically produced. With the combination of small lots and 

cellular manufacturing, extremely small inventories or queues can be maintained and thus very 

rapid thru-put can be achieved. In order to improve the quality we moved to a "self' 

inspection process which we believed mandatory so that defects would be found soon after 

they were created, thus motivating an analysis of what caused the defect and what could be 

done to the process to avoid them in the future. And, we set out to shorten lead times, reduce 

lot sizes, reduce queues, and thus greatly reduce cycle time. To accomplish these things we 

had to conduct extensive training not only of the operators but also of the support people and 

the management. The results in terms of average cycle times were impressive. 
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In late 1985, as indicated in Figure 8, the shop experienced a little over three work-in

process turns per year which meant that it took on average approximately 120 days to make 

the average part. After three years and many, many changes, work-in-process turns of over 

40 were achieved implying only seven days to make the average part. In November of 1988 

this shop with 106 machinists produced almost 12,000 parts representing over 800 different 

part numbers with a defect rate (discussed below) of less than 2%. 
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Figure 8. Work-In-Process Turns - Machine Shop 

Figures 9 and 10 present the production shipments produced in this machine shop from 

the beginning of 1987 through May of 1988 and the engineering prototype shipments from 

this same shop in the same time frame. Because of the oil business collapse in late 1985 and 

early 1986, production had of necessity been reduced dramatically in 1986. But beginning in 

1987, the production volume began to increase. We had reduced employment to 22 

machinists at the bottom of the depression in the oil business and we steadily added 

machinists and increased production throughout 1987 and 1988. As indicated in Figure 9, we 

increased the number of orders in the machine shop for production products from less than 50 

in January 1987 to 500 by November 1988. The past due orders during this time stayed at a 

low level representing generally no more than 10% to 15% of the orders in the machine shop. 

At the same time the engineering prototype shipments from this shop stayed in the vicinity of 

200 to 400 orders, and in spite of the very large increase in production orders, the prototype 

orders continued to be completed in a timely way with the past dues held to approximately 

10% of the outstanding orders. 
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Even more impressively, as presented in Figure 11, the average days past due of the orders 

that were not completed on time (which as already indicated was generally less than 15% of 

the total orders) was held as volume increased to generally less than five days, and in 1988, in 

spite of the much higher level of activity, represented an average of approximately three days. 

In November 1988 while producing the 12,000 parts previously mentioned with an average 

cycle time of seven days, less than 10% of the parts were past due at completion and they 

averaged three days past due. In a shop with such a short cycle time and with such a high 

level of on-schedule performance, the introduction of engineering changes to machined parts 

is quite easy and can be done in a very timely way without significant rework of already 

completed parts. 
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Part of the process of changing and improving the HDS machine shop involved an 

aggressive attack on improving the quality of the parts produced. By moving from external 

toll gate type inspection as existed initially in the shop to a process of operator inspection with 

detailed data sheets so that operators could not only be sure they had produced the correct part 

but record the proper dimensions, the defect rate was reduced over a year's time from 20% 

rejects as found by traditional toll gate inspection down to less than 2% rejects as found by 

operators or any later activity. Two percent rejects or less in a system job shop machine shop 

with tight tolerances is almost unheard of in American practice. The machine shop defect rate 



www.manaraa.com

tz 

403 

is illustrated in Figure 12. Again, the high quality of this shop made the introduction of new 

or changed parts easier, since difficulties or problems with newly 'introduced parts could be 

rapidly identified, and corrective action rapidly implemented. 
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The changes described in the machined parts area were duplicated in all the feeder shops 

of HDS and similar reductions in cycle times were achieved in the various assembly areas. In 

addition, an aggressive effort in purchasing allowed significant reductions in procured part 

lead times at the same time as we reduced the sizes of the lots we procured. By 1988 the 

average lead time of the products at HDS had been reduced to approximately five months or 

less as illustrated in Figure 13 compared to the 16 months for the same or similar products in 

1985. With the lead times indicated in Figure 13, engineering changes can be introduced 

much more rapidly and painlessly because it takes less time to process the change and the 

changes to the product because there is less product already built to the previous engineering 

definition and because the quality that is achievable in such an operation allows a smooth 

assessment of the validity of any design definition. In this operation, manufacturing has 

become an asset and an ally for designability allowing rapid changes to be tried and proven, 

improving producibility and also the desirability of the product to the customer. 
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3 Conclusion 

The above case example illustrates that reduced cycle time management and TQM in system 

job shops can dramatically reduce work-in-process, lead times, and defects. In turn, the low 

inventory and short lead times inherent in the process can greatly facilitate the change process 

and this in tum allows design and manufacturing to work together to iterate to achieve 

continuous improvement both of the products and of the processes. Continuous improvement 

allows better products and better processes at lower costs and is a preferred solution to trying 

to get the design "right the first time" where right somehow implies the design cannot 

be improved. 
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Abstract: Quality control techniques are reviewed, including inspection oriented QC, 

statistical process control, and design oriented QC. Statistical methods and engineering 

technologies for next generation quality control methodology - real-time defect prevention 

during manufacturing - are presented. including (1) real-time sensing to allow the QC 

system to monitor a process, (2) real-time analysis of process status. and (3) real-time 

corrective action. 
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1 Quality Assurance Technique Review 

Historically, quality assurance has progressed through three development stages, moving 

from downstream to upstream of the entire manufacturing processes. These three stages are: 

inspection oriented quality assurance, statistical process control (SPC), and design oriented 

quality assurance. These methods successfully address the problem of the high cost of data 

collection and the requirement for human intervention to identify and solve problems. Today, 

these methods are state-of-the-art techniques and are still being used in industries. 

1.1 Inspection Oriented Quality Assurance 

QUality assurance started with inspection. Inspection was required for assembly when people 

started producing interchangeable parts. However, it would be too expensive to inspect every 

part in mass production. Moreover, if the inspection was destructive, there would be nothing 

left after inspecting every part. Inspection could also be very tedious for the inspectors during 
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mass production. Therefore, sampling plans were introduced and popularized during World 

War Two. 

A number of problems exist for inspection oriented QA: 

(1) Quality cannot be improved through inspection. When defects are found, the only action 

taken is that of adjusting, reworking, or scrapping the defective parts. In any event, 

productivity and costs suffer. As pointed out by Ishikawa [1], "the basic notion behind 

control is the prevention of reoccurrence of errors." Merely finding problems in the 

manufactured products does not improve product qUality. 

(2) The concept of Acceptable Quality Level (AQL) in sampling plans is not applicable when 

the quality level approaches 'zero defects'. For example, if the quality level is 5 parts per 

million defective, the sampling results will possibly always be zero for a sample size of 

100 or 200. 

(3) Information from the traditional inspection division to the manufacturing division takes 

too much time. It is not easy for the manufacturing division to use this information to 

prevent errors. 

Since inspection oriented quality assurance techniques are not enough to improve product 

quality, other quality assurance techniques are needed. 

1.2 Statistical Process Control (SPC) 

Statistical Process Control (SPC) based on sampling was introduced by Shewhart from the 

Bell Lab in the 1920s to reduce the defective rate and balance the control costs. Most of the 

philosophy behind the use of control charts was laid out in a book published in 1931, 

Economical Control of Quality of Manufactured Products [2]. The idea is to plot the data in 

some manner as soon as it becomes available and to observe trends and changes. A typical 

Shewhart control chart is shown in Figure 1 with both the Upper Control Limit (UCL) and 

the Lower Control Limit (LCL). Usually a sample of n units is taken periodically, and both 

the sample mean and sample range are plotted, i.e., j{ and R charts. The idea behind the chart 

is that when the process is in control, the sample mean should be independently and normally 

distributed about the target, and the variance should be constant. 

In order to obtain sufficiently accurate control limits for the j{ and R charts, a mther large 

number of subgroups must be taken. According to Grant and Leavenworth [3], a common 

rule of thumb for j{ and R charts is that at least 25 subgroups should be taken before 

calculating control limits. A subgroup of 5 is common in industry. This means that a 

minimum of 125 parts are 'needed to establish the control limits. 
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Figure 1. A Shewhart Control Chart 

SPC has the following limitations: 

(1) Control charts are constructed by inspecting the product. When a process is out of 

control, defective products have already been produced. 

(2) Control charts are based on the assumption of independent data. However, 100% 

inspection data are usually serially correlated, or autocorrelated. Serial correlation in data 

results in false alarms, i.e., alarms indicating process out of control when the process is 

actually in control. 

(3) Intentionally making data independent may result in the loss of process information 

which may be quite useful for studying the process and identifying assignable causes. 

1.3 Design Oriented Quality Assurance 

Drs. W. Edward Deming [4] and Kaoru Ishikawa [1] have emphasized the importance of 

continuous, never-ending quality improvement by concentrating on the upstream process, 

thus making a fundamental break with the past practice of relying on inspection downstream. 

Dr. Genichi Taguchi developed many useful engineering ideas for quality improvement 

during the product/process design stage. Several important contributions include: 

(1) Introduction of Loss Function. When a quality characteristic deviates from its target 

value, some loss is sustained. According to Taguchi [5], "Quality is the loss a product 

causes to society after being shipped, other than any losses caused by its intrinsic 

function." A simple form of the loss function is: 

L=K(y-m)2 
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where L is the loss a product induces to the society, K is a constant, y is the quality 

characteristic, and m is the intended design target. This loss function takes into 

consideration both the manufacturing cost, and the customer cost to use and maintain 

the product. 

For a large number of products produced, the loss is estimated as the expected value: 

L=KE[(x-m)2] 

where e represents the mean difference relative to design intent, and 0 2 is the variance 

around the mean. 

Therefore, two sources contribute to product quality loss: 

(a) the quality characteristics not being on target, and 

(b) excessive variation around the mean. 

Minimizing the loss function implies (a) improving the mean performance relative to 

design intent, and (b) reducing the variance around the mean. These two aspects of 

quality improvement are summarized as "being on target with minimum variation." The 

importance of this minimum variation lies in the very center of continuous quality and 

productivity improvement. 

(2) Robust Product/Process Design. Product variation induces loss to society. Statistically 

designed experiments are used to design the product/process insensitive to environmental 

noise and component variation [5]. 

Taguchi's engineering ideas are very useful. However, their application and end results 

can still be limited because: 

(1) Statistical experiment designs are based on the assumption of independence between 

sampled data, while manufacturing process data are dependent. 

(2) A quality design cannot become a quality product without quality assurance measures 

during the manufacturing process. 

Examining the entire product development and manufacturing cycle, one can see that there 

'are QC techniques either before or after a product is manufactured, but not during the 

manufacturing stage. The reason for missing this important link can be attributed to the fact 

that manufacturing processes are highly complex and dynamic in nature, and process data is 

usually serially correlated. Statistically, correlated data is difficult to deal with. 
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2 Real-Time Defect Prevention 

The goal of next generation quality control in manufacturing is to achieve real-time defect 

prevention. Achieving this goal requires the manufacturing systems to have the 

following capabilities: 

(1) Observation of process variables, i.e., measurement of product quality characteristics 

in real-time; 

(2) Representation of the stochastic properties of the production system, i.e., modeling of 

the quality characteristics; 

(3) Prediction of the future departure of observation from target; 

(4) Adjusting the machine to cancel out this departure, i.e., the need for actuators 

and control. 

Either statistics or engineering technologies alone are able to fulfill the above 

requirements. Therefore, the next generation quality control methodology will focus the 

fusion of statistics and engineering technologies. 

With the development of in-line sensing, product quality characteristics can be measured 

during manufacturing. For example, on-line machine straightness and flatness measurements 

provide data for on-line straightness and flatness control [6]. In discrete manufacturing, such 

as automobile body assembly, the Optical Coordinate Measuring Machine can provide 

accurate, in-line measurement for every body as.sembled [7]. 

In-process measurement data from a continuous manufacturing process, or from a discrete 

manufacturing process where every product is measured, could be serially correlated. That 

is, the current behavior of a process variable is influenced by its past behavior plus some new 

disturbance. Similarly, the present behavior of the variable will affect its future value, thus 

making prediction possible. Once the future value of a process variable is predicted and the 

deviation from the target is large, action can be taken by operators or some actuators to move 

the variable on target, therefore, resulting in minimum variance control. 

Therefore, in the envisioned Defect Preventive Quality Control, dependent data analysis 

based on the Dynamic Data Systems (DDS) methodology [8] will be used to deal with the vast 

amount of data. The Dynamic Data System (DDS) is a time series based methodology for the 

estimation of physically meaningful mathematical models of a process from operational or 

experimental data. It distinguishes between a "best fit" and the "best" physically meaningful 

model, and seeks the latter. The DDS methodology is based on the fact that many engineering 

systems can be approximated by a stochastic differential equation of the form shown below, 

denoted as AM(n,n-l): 

dnx(t) dn- l x(t) dn- l u(t) 
(ftII + bn-l dtn-l + ... + bo x(t) = Cn-l dtn- l + ... + Co u(t) (1) 
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where u(t) and x(t) are the input and output variables of the system, and bi and Cj are the 

coefficients of the differential equation. 

Corresponding to the AM(n,n-1), there is a stochastic difference equation of the form: 

+ at - 91 at-1 - ... - 9n-1 at-n+1 (2) 

where Xt'S are the observed process outputs, at's are the Gaussian white noise disturbances to 

the process, and <Pi'S and 9j's are the Autoregressive and Moving Average (ARMA) 

parameters. This stochastic difference equation is also called ARMA(n,n-1) model. 

The problem then becomes: given a set of observations, Xl, x2, ... , identify a physically 

meaningful AM(n,n-1) model that best fit the given data. This problem can be decomposed 

into: identification, estimation, and transformation. In identification and estimation, 

ARMA(n,n-1) models are successfully estimated until a statistically adequate representation is 

obtained. The DDS models are the appropriately constrained ARMA (n,n-1) models that 

correspond to the AM(n,n-1) processes. A transformation is necessary to convert the 

ARMA(n,n-1) models to the AM(n,n-1) models based on the criterion of covariance 

equivalence. Up to this stage, continuous time system parameters, such as natural 

frequencies and damping ratios, can be determined. 

2.1 Features of Dynamic Data System (DDS) 

DDS has three features: identification, forecasting, and control. These three features are 

described below: 

(1) Identification. Given that an appropriate ARMA (n,n-1) model has been identified, the 

characteristic equation for the model is given by 

1 - <PI B - <P2 B2 - ... - <Pn Bn = 0 (3) 

or 

(4) 

where 1..i's are the eigenvalues of the system, and B is the back-shift operator. Equation 

(4) can be decomposed as the combination of several first order and second order 

models. For a pair of complex conjugates, A. and 1..*, the natural frequency and damping 

ratio can be obtained by the following equations: 
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. 2 [ ( A. + ,,: )]2 
[ In (A. A. )] + 4 cos-1 2r-:;::;: (5a) 

(5b) 

(2) Forecasting. From estimated time series models as shown in Equation (2), future 

outputs of the process can be predicted with some confidence. For example, the one

step-ahead forecasting for the ARMA(n,n-l) model is given by: 

(6) 

(3) Control. Once the future outputs of a process can be predicted, some control or 

compensation action can be taken to make the process on target. Control strategies, such 

as Forecasting Compensatory Control (FCC) [6] can be applied to result in minimum 

variance control. FCC has been successfully applied to continuous manufacturing, such 

as straightness and flatness control in machining. However, it has not been applied to 

discrete manufacturing processes such as automobile body assembly or door fabrication 

due to the lack of control mechanisms that activate control instantly. Process adjustment 

can only be made on a batch-to-batch basis. Therefore, process control is based on the 

early detection of process faults and the correction of process faults by human 

interference. Eventually, with the development of adaptive assembly tooling, minimum 

variance control could be applied to improve process and product quality. 

With the availability of on-line sensing techniques, actuators, and control, the 

Dynamic Data System can be applied for more efficient process control using dependent 

data. The three features of DDS are related to the three aspects of process control as 

shown in Figure 2. Not only prediction error, but information contained in the time 

series model will be used for process monitoring, process parameter identification and 

process variation reduction. 

2.2 Three Aspects of Process Control 

(1) Process Monitoring and Surveillance. Conventional control charts are based on the 

assumption of independent data. To satisfy this requirement, Prediction Error Analysis 
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has been used to remove the correlation, and then apply the control charts the residuals or 

prediction error [9]. Analysis and simulations showed that the application of Prediction 

Error Analysis results in the change in the detection speed depending on the parameters 

of the ARMA model, or the dynamics of the process, and that process damping ratio 

plays an important role in affecting the detection speed Therefore, it was suggested that 

process monitoring be performed together with the identification of process physical 

characteristics [7]. 

Forecasting 

Time Series 
Models 

Process 
Identification 

Product & Process 
Design Problems 

Figure 2. Three Aspects of Process Control 

Control 

(2) Process Parameter Identification. In-process measurement data are usually serially 

correlated and also cross correlated. Using these correlations, sources of quality 

variation can be identified. Using serial correlation in the data, process physical 

characteristics, such as natural frequency and damping ratio, can be identified. Using the 

cross correlation, inter-sensor relationship can be identified. On many occasions, these 

sources of dimensional variation can be attributed to the improper product and process 

design. In the next section, two examples from automobile body assembly will be used 

to illustrate this point. 
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(3) Process Variation Reduction. Process variation reduction can be achieved in two 

different ways. The first approach is the identification of variation sources and the 

removal of these sources through process modification or re-design. The second 

approach is the application of minimum variance control strategy, such as FCC for on

line process variation reduction. 

To fulfill the requirement of real-time defect prevention, engineering technologies, 

including real-time sensing, signal processing; automated machine 

monitoring/diagnostics, and control are necessary. These engineering technologies have 

advanced tremendously. This provides another essential support to the development of 

NGQC in manufacturing. Some of the engineering technologies in real-time sensing, 

signal processing, and control will be presented in combination with case studies. 

3 Quality Control Case Studies 

In this section, work in two areas will be presented. One is precision machining using 

Forecasting Compensatory Control. The other is variation reduction in automobile body 

assembly. Case studies from both areas will be used to illustrate the application of statistical 

techniques and engineering technologies. 

3.1 Forecasting Compensatory Control of Machining Accuracy 

The objective of this work is to develop methodologies and systems for cost effective 

precision machining without precise machinery using Forecasting Compensatory Control. 

The Forecasting Compensatory Control strategy has been under development over the 

past 13 years, and has been successfully implemented in the laboratory for straighmess 

control, flatness control, roundness control, and cylindricity control; and in an automobile 

assembly plant for paint viscosity control. An example of flatness control in disc turning 

operation is presented here to illustrate the application of real-time sensing, real-time 

modeling, and control [10]. 

In manufacturing the Winchester discs, the geometric requirements of the disc require the 

surface finishing process to be superprecise. Such machining is characterized by the 

esp~cially stringent demands on the machines, tool, and machining technologies used. Also 

the properties of the material being processed must be stable and easy to manufacture. 

Various methods have been adapted to improve the disc lathe performance. The methods 

used include ultra precision spindle, increased structural rigidity, improved feeding 

mechanism, etc. These approaches are effective and straightforward in improving the 
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machining accuracy, but these improvements are related to the extremely high cost for 

machine tool design and manufacture. 

Improving the machining accuracy through error compensation is another technique, 

which is also the only feasible approach to improve the performance of a built-up machine 

without changing its structure. Furthermore, this approach may also reduce the statistical 

errors resulting from ill conditioning of machine components or environmental factors. The 

compensation techniques can be classified into two approaches, according to the condition of 

the machine. One is the Direct Compensation Control (DCC), which is usually applied to 

machines with slow motion. The other method is the Forecasting Compensatory Control 

(FCC). An error signal, whether deterministic or stochastic, is forecasted with certain 

confidence based on developed process model. Then, some variables, such as cutting tool tip 

position, are manipulated to cancel out the predicted error or deviation. 

(1) Flatness and Flatness Measurement. Flatness is defined as the quality of being flat, or 

plane. Flatness error or out-of-flatness is considered to be the distance that separates the 

two parallel planes, within which all points on the surface must fall. Typical methods for 

flatness measurement include Straightedge, color transfer method, Moir's grid, 

Autocollimator, and interferometers. 

(2) Flatness Error Sources and In-line Measurement. Several sources contributed to the 

surface flatness error in turning operation. As shown in Figure 3, they are: 

(a) Spindle Error Motion (A3 and A4). The spindle is supported by roller bearings 

during the rotation. The irregular contact motion between the rollers and housing, 

as well as compliance and damping of the structure in conjunction with the internal 

and external sources of excitation, will cause the spindle center line to move in radial 

and axial directions. 

(b) X-slide Error Motion (A2). The non-straightness error in the Y-direction of the x

axis linear carriage will cause the surface flatness variation on the turning surface. 

(c) Squareness a/the X-slide and Spindle (AI). Ideally, the angle between the spindle 

center line and the x-axis of slide is perpendicular when they are initially assembled. 

Such a situation is not usually maintained after years of operation due to wear and 

deterioration. Al is the measure of the squareness between the x-slide and 

the spindle. 

(d) Squareness Between Spindle and Chuck Plate (AS). The surface of the chuck 

plate may not be perpendicular to the center line of spindle rotation. This might be 

caused by the heavy load of the spindle and the associated deflection of the 

supporting bearings. 

Other factors that will affect the surface flatness include tool wear, machine 

vibration, etc. To achieve an on-line compensation procedure, it is necessary to 
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AS 

Figure 3. Error Sources Contributing to the Surface Flatness 

detect each error source by careful setup of measurement equipment. However, it is very 

difficult to realize all these because of the limitations of sensor and measurement 

constraints. These error sources are not considered. 

IT all the error sources are simultaneously obtained on the XZ plane which includes 

the motion trajectory of the tool tip, the resultant error in the Z direction will be: 

(7) 

Two probes are used to measure the spindle face error motion. One sensor is fixed in 

the front of the nose plate whose surface area is twice that of the probe. The nose plate is 

mounted on the center of the vacuum chuck. The shifting of the spindle will cause the 

change of the gap, thus, A3 is obtained. 

Another probe is fixed at distance R from spindle center and before the rear surface of 

the master plate at the same height as the tool tip. The output E from the contains three 
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error sources: spindle shifting A3,Spindle tilting, R • tan A4, Squareness, R • cot AS. 

The squares between spindle and the master plate together with the spindle tilting can be 

obtained as: 

~ + ( 1t/2 - As ) = tan -1 [ ( E - A3 ) / R ] (8) 

Micrometer 

15./Sz-...... f--- ---+ 

~I 
Figure 4. Capacitance Gap Sensor 

Figure 5. Probe Arrangement for Measuring the Spindle Face-error Motion 

A position sensitive lateral type photo-detector and a signal conditioner are also used 

in this experiment for measuring the straightness of the slide. The setup is shown in 

Figure 6. 

After obtaining each error source on the machine, the resultant flatness error at the 

tool tip can be simplified as: 
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-l 5 
El = A3 + A2 + Xl {tan [A4 + (7t/l- A )] } 

= A3 + A2 + Xl ( E- A3 ) / R (9) 

where A3 is the spindle axial motion measured using the ftrst probe; A2 is the slide 

straightness measured using photo-detector, Xt is the tool tip position relative to the center 

of spindle rotation, E is the measurement from the second probe, and R is the distance of 

the second probe from the center of spindle. 

Laser source Optical fIlter Photosensor 

Figure 6. Straightness Measuring Setup 

The three error sources measured are shown in Figures 7(a), 7(b), and 7(c), and the 

resultant errors are shown in Figure 7(d). 

(3) Real-Time Modeling and Forecasting. Mterobtaining the flatness error, an initial model 

was selected off-line. Both the Autoregressive (AR) and the Autoregressive Moving 

Average (ARMA) models were fitted to the data. It was found that both AR(4) and 

ARMA (3,2) models fit the data well. 
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Figure 7(a) Spindle Axial Shifting 
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Figure 7(b) Spindle Axial Tilting 
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Figure 7(c) Straightness of the X-slide 
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Figure 7(d) Resultant Flatness Error Signal 

Figure 7. Components of the Error Signal and the Resultant Error Signal at the Tool Tip 
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For real-time application, a recursive AR model will be more appropriate. If the 

modeling and identification routines were implemented on-line using assembly language, 

the calculation time required for identification and one-step-ahead forecasting for AR(2) 

was about 0.9 ms, 2.3 ms for AR(3), and 4.7 ms for AR(4). Since the sampling interval 

for this on-line control system was constrained. as 1.2 ms, the AR(2) model was selected 

for implementation. Though such a decision will reduce the forecasting accuracy, the 

overall system performance was less affected when all factors are considered 

Once the error source and its model are obtained, the future error signal can be 

predicted based on the current and previous data by means of forecasting equations, 

which are another form of the AR model. The one-step-ahead forecasting of the AR(2) 

model and its forecasting error are shown in Figure 8. 
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Figure 8. Data, Forecasted Values, and Forecasting Errors 
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(4) Real-Time Action. A piezoelectric actuator is selected for generating the movement to 

position the diamond cutting tool (Figure 9). The actuator is made of sta~ked ceramic 

discs with piezoelectric property. One end of the actuator is connected to the body by 

one magnetic cylinder, and the other end is fastened on the tool shank. As a high voltage 

is applied to the actuator, it will expand and push the tool shank and the cutting tool. 

(5) Cutting Experiment. The effectiveness of the implemented compensatory control system 

was tested through actual on-line face turning experiments. The uncompensated and 

compensated disc flatness are shown in Figure 10, and the uncompensated and 

compensated straightness shown in Figure 11. 

Piezoelectric 
translator 

Capaci~ance sensor 

Figure 9. Tool Drive Assembly 

1---- S um 

Unit: .Sum/division 

Figure lO(a) Without Compensation: 51lm 

z 
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3.5 um 

unit: .Sum/division 

Figure lO(b) After Compensation: 3.5 11m 

Figure 10. Circular Flatness of Discs With and Without Compensation 
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Figure 11. Disc Radial Straightness With and Without Compensation 

3.2 . Variation Reduction for Automobile Body Assembly 

5 
(em) 

Though automobile body assembly processes vary from corporation to corporation and from 

plant to plant, the principles behind them are very similar. Presented here is a body assembly 

process from a major automobile manufacturer. 
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An automobile body (body-in-white) is composed of four major components: the 

underbody, the left side frame, the right side frame, and the roof panel. The critical 

dimensions of a body-in-white are the sizes of the openings, e.g., the windshield opening, the 

door openings, etc. The size of an opening is determined by the spatial positions of the points 

surrounding the opening. The spatial position of any point on a car is referenced to three 

planes, the Front 0 plane (F/A), the Bottom 0 plane (HIL), and the Centerline (110) 

(Figure 12). All tooling and parts are referenced to these three planes. 

Y AxisRfght 
VO • R an lOut) Rlrht 
CIL (CeDterliDe) 
etc (CroaCar) 

..... _oaJUcld-

+~ 

Y Axis Left 
I/O • L an lOut) Lett 
CIL (CenterliDe) 
etC (CroIllCar) 

Z Axis 
UID (Up I Down) 
BIL CHiCh I Low) 
B-0 (Bottom. 0) 

+ 

F/A (Fore I Aft) 
F/0 (Front· 0) 

Figure 12. Coordinate System for a Car Body 

A body assembly process, which builds the openings, consists of the following 

stages: toy tabbing--attaching the side frames to the underbody using toy tabs; framing-

welding the side frames onto the underbody in a single locating fixture, e.g., robogate; and 

Re-Spot welding. 

These three stages are briefly described as follows: 

(1) Toy Tabbing. In this stage, the side frames are attached to the underbody using toy tabs. 

The underbody is positioned and clamped on the pallet. The toy tabs will provide some 

latitude for the two side frames to move relative to the underbody. Two operators check 

the positions of the side frames and the toy tabs to ensure that the side frames are attached 
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to the underbody and that the toy tabs are on. Some other parts, such as the rear end 

panel, the roof, etc., are also installed onto the unwelded auto body. 

(2) Framing. The unwelded automobile body, including the underbody, the side frames, the 

roof, and other small parts, proceeds towards the robogate on a moving pallet. The 

robogate is a single locating fixture consists of, say, 10 welding robots and two side 

gates. The pallet can be accurately positioned in the FIA, I/O, and H/L directions inside 

the robogate. While the positions of the underbody in the FIA, I/O and H/L directions are 

determined by the pallet, the positions of a side frame relative tothe pallet in the FIA, I/O, 

and H/L directions are determined by the side gate. Therefore, the repeatability of the side 

gate will affect the process variance. 

Once the side gates position the side frames onto the underbody, clamps are activated 

to hold these positions. Then weldings are made to fix the relative positions of the side 

frames relative to the underbody. 

(3) Re-Spot Welding. After robogate, the partially welded automobile body enters the stage 

of re-spot welding. In this stage, more welding is done on the body to increase strength 

and integrity. In general, re-spot welding will not affect the relative position for all the 

subassemblies. However, it may change the body dimensions due to deformation. 

At the end of Re-Spot welding are the dimensional measurement systems: the in-line 

Optical Coordinate Measuring Machine (OCMM) and the off-line mechanical Coordinate 

Measuring Machine (CMM). While every body goes through the OCMM being 

measured, only a selected number of bodies are measured on the CMM. After the 

OCMM, the bodies go to a hand welding and repair area, and then proceed to the door 

hanging, fender installation, and hood and deck lid setting operations. A complete body 

assembly process is shown in Figure 13. 

(a) In-Line Dimensional Measurement. The in-line Optical Coordinate Measuring 

Machine (OCMM) is a new dimensional measuring technology introduced in 1988, 

originated from in-line machine vision gauging. An OCMM checks the dimensions of 

every car body produced in sync with production rate, resulting in 100% 

measurement. 

Most OCMM sensors are based on the principle of laser triangulation as shown in 

Figure 14. Feature deviation in space is reflected in the image space of a photo

detector array. A typical OCMM setup for body-in-white consists of about 100 

sensors. All these sensors are calibrated to a world coordinate through the use of 

theodolites, therefore making measurements compatible with CAD data. Sensors 

work in a serial fashion and are controlled by a logic controller. 

(b) Simulation of Forecasting Compensatory Control. In Hu [7], the idea of real-time 

defect prevention using Forecasting Compensatory Control was demonstrated through 
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Figure 13. The Body Assembly Process (A Complete Layout) 
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Figure 14. Sensor Principle: Dimensional Measurement by Laser Triangulation 

simulation using data from body assembly processes. However, the current design 

of assembly tooling makes it impossible to adjust the process at every sampling 

interval. Adjustment can only be made on a batch-to-batch basis. That is, control 

actions are taken only when the process is stopped. Therefore, the optimal control 

policy will not be the implementation of Forecasting Control or other minimum 

variance controls for every body produced because of the lack of control mechanisms 

that actuate control instantly. However, with the development of flexible and 
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adaptive tooling, minimum variance control could be used to improve process 

performance and product quality. 

If control action cannot be taken at every sampling interval, the process control 

will be based on the detection of a process fault or a large predicted deviation from 

the target. Then an action has to be taken to correct the process. In this case, a fast 

monitoring and diagnostic system becomes a necessity and human operators become 

an integrated part of the feedback loop in process control. In the sections that follow, 

two case studies are used to illustrate the procedure of monitoring and control in 

body assembly. 

(c) Variation Reduction Case Studies. 

s:: 

Case 1: Side Frame Misalignment in Automobile Body Framing: Figure 15 shows 

the measurement data in the ForelAft (F/A) direction and the positions for the eight 

points on the left hand side frame. Based on measurement data, a correlation matrix 

is estimated and is shown in Table 1. 
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Figure 15. Measurement Data in the FIA Direction and Measurement Point Locations 
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For a p-dimensional vector time series, 

the correlation matrix is defined as: 

where r ij is the correlation between variable Xi and Xj. 

(10) 

As can be seen from the data and Table I, all the F/A measurements are strongly 

correlated, with all the correlation coefficients being larger than 0.8. This correlation 

indicates the positional variation of the side frame as a whole relative to design intent 

Poin1 1 2 3 4 5 6 7 8 

1 1.000 0.978 0.833 0.903· 0.864 0.919 0.906 0.909 

2 1.000 0.892 0.919 0.883 0.959 0.942 0.941 

3 1.000 0.877 0.819 0.882 0.947 0.920 

4 1.000 0.936 0.899 0.944 0.973 

5 1.000 0.903 0.885 0.925 

6 1.000 0.894 0.919 

7 1.000 0.978 

8 1.000 

Table 1. Correlation Coefficient for the 8 Points in F/A Direction 

To quantify the contribution of this source of dimensional variation to the total 

variance, principal component analysis is applied. Principal component analysis 

involves finding the ~igenvalues and eigenvectors of the sample correlation matrix 
[11] wit!t the variances of the principal components being the eigenvalues of matrix 
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R, and weight bij being the normalized eigenvector corresponding to the 

i-th eigenvalue. 

An eigenvalue problem is defmed as: 

Rb=Ab 

[R-AI]b=O 

where b is the eigenvector, and A is the eigenvalue. The eigenvalues and 

eigenvectors are listed in Table 2. 

Com 
ponent 

1 

2 

3 

4 

5 

6 

7 

8 

Eigen-
Value 

7.39 

.219 

.193 

.111 

.041 

.029 

.011 

.007 

Eigenvector, coefficients of 
% 

xl x2 x3 x4 x5 x6 

92.37 .350 .407 .429 .378 -.260 -.311 
2.74 .360 .192 .396 .055 -.042 .156 

2.41 .343 -.695 .177 -.317 -.198 -.443 

1.38 .357 .026 -.388 .315 .549 -.487 
.51 .345 .327 -.622 -.290 -.544 -.030 

.37 .353 .244 .218 -.664 .420 .172 

.14 .359 -.353 -.005 .302 -.218 .465 

.09 .362 -.151 -.207 .195 .265 .446 

Table 2. The Eigenvalues and Eigenvectors of 
the Correlation Matrix for 8 F/A Measurements 

The variances of the eight principal components are: 

1st component 7.390 92.37% 

2nd component 0.219 2.74% 

3rd component 0.193 2.41% 

4th component 0.111 1.38% 

5th component 0.041 0.51% 

6th component 0.029 0.37% 

7th component 0.011 0.14% 

8th component 0.007 0.09% 

x7 x8 

.355 .307 

-.399 -.699 

.141 -.107 

-.289 .020 

-.014 -.074 

-.026 .348 

-.419 .465 

.658 -.250 

(lla) 

(lIb) 
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The first component takes about 92.4% of the total variation. Looking into the 

coefficients for the first component, 

Zl = 0.35 xl + 0.36 x2 + 0.343 ~ + 0.357 x4 + 0.345 x5 

+ 0.353 x6 + 0.359 x7 + 0.362 Xg 

all of the eight coefficients are of almost equal magnitude, which means that the 

first principal component is basically the average of all the eight measurements. 

This average is the rigid body movement of the side frame as a whole during the 

framing stage. Investigation into the manufacturing process identified that this 

whole body movement was caused by the wheelhouse/underbody interference 

during framing as showing in Figure 16. 

I <!> ® l\_ --( 

I [ Conduit Pin 

0 0 

1 ! 
Wheel house and 
Underbody oontact , o~ ""-., 

L 

Figure 16. Wheel-house and Underbody Interference 
Causing the Side Frame Large Variation in the F/A Direction 

An alternative process design will be to first weld the wheel house inner to the 

underbody, instead of to the side frame, and then attaching the side frame to the 

underbody during framing. In this case, the side frame can move freely relative to 

the underbody without interference. This reflects the importance of product 

design in achieving minimum variation. 
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Case 2: Bi-Modal Distribution in Door Assembly: Manufacturing process 

design is also of significant importance to product quality. The following 

example is from a door assembly process. 

A typical door assembly consists of the inner panel, the inner belt bar, the 

outer belt bar, the hinge, the crash bar, and the outer panel. Dimensional data 

from the in-line Optical Coordinate Measuring Machine revealed that Point A was 

experiencing large variation compared with other areas on the door (Figure 17). 
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Figure 17. Dimensional Data for Point A on the Door (I/O) 
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0.8 1.2 

The 6-sigma variation was estimated to be about 4 mm, and the frequency histogram 

clearly showed bi-modal distribution. Investigation into the production process 

revealed that the alternating nature in the data was caused in the pick-up welding 

station for the daylight opening. Two welding robots were used to perform the same 

function. However, they were not well synchronized, causing bi-modal distribution 

in the measurement data. 
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Figure 18. Two Robots Perfonn the Same Function in Pickup Welding in Door Assembly 

Once the problem was identified, correction was made by teaching one robot to 

mirror the path of the other. The standard deviation for Point A in two directions are 

summarized in Table 3 for before and after corrections. However, the problem kept 

emerging from time to time, indicating a non-robust process design. 

Sensor 
cr cr 

Direction Before After 

A I/O 1.154 0.424 

A H/L 0.471 0.255 

Table 3. Variation Before and After Correction 

4 SIimmary 

By combining advanced engineering technologies in sensing, computer, and control, and 

advanced statistical technique, a new generation of quality control methodologies can be 

developed to achieve real-time defect prevention. Two areas of applications are presented. 

One is the use of Forecasting Compensatory Control in precision machining. The other is the 

application of in-process 100% measurement in reducing the dimensional variation of 

automobile body assembly. 
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From the viewpoint of Concurrent Engineering, which is a systematic approach to the 

integrated concurrent design of products and related processes, information obtained during 

manufacturing and during inspection can contribute to the improved design of products and 

manufacturing processes. 
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Abstract: An object-oriented approach to implement PDES/STEP compatible applications is 

proposed. To demonstrate the approach. a computer processable Assembly Application 

Protocol (AAP) is developed and documented as an object class structure and implemented in 

the form of a class library. The approach shows how (1) the PDES/STEP entities are used as 

building blocks of engineering information. (2) the EXPRESS language is used to model the 

PDES/STEP compatible data model. and (3) the application oriented data semantics can be 

embedded in a computer system. The AAP acts as a feature-based information model and 

persistent object data schema for CE assembly applications. The software tools used to 

implement the AAP are EXPRESS2C++ translator. C++ programming language, and ROSE 

database. The use of standard tools are shown to enhance the CE communication and 

research opportunities. based on the experience with the new generation international product 

definition and exchange standard. are suggested. 

Keywords: PDES/STEP / object-oriented application / feature-based / data model / 

application protocol/product data communication / concurrent engineering 

1 Introduction 

1.1 Computer-Aided Concurrent Engineering Using Standard Product 
Definition 

Concurrent Engineering (CE) is a methodology and environment for coordinating 

multidisciplinary engineering activities, in which design, engineering analysis, and 

manufacturing analysis of a product can be carried out simultaneously. CE can be achieved 

by people interacting directly with other people and does not necessarily have to be an 

automated process; but today's industrial environment often involves complex products and 

the use of computer-based systems, which tend to be data intensive systems. 
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The importance of Concurrent Engineering is well known. However, some difficulties 

must be overcome to implement Concurrent Engineering. Three sources of Concurrent 

Engineering difficulty are summarized by [1]: (1) the characteristics of the design process, (2) 

the volume and variety of product data, and (3) the separation of engineering functions. 

These difficulties can be overcome if "full" communication between multidisciplinary 

engineers, computer systems, and engineering software is established [2-4]. 

Full communication to support CE can be achieved when standardized product data are 

used in computer-based application systems, but two issues need to be addressed [5]: 

(1) Being able to obtain or derive product characteristics for discipline specific applications 

from a generic, shared definition of a product is required in an integrated Concurrent 

Engineering environment. 

(2) The abstractions of product characteristics must be consistent across different 

applications. Such consistency relies on the existence of a shared standard product 

defmition and the ability to extract product characteristics from the shared definition. 

In other words, the key need for a successful Computer-Aided Concurrent Engineering 

(CACE) environment, is the development of the information modeling techniques and 

associated standards that define the representation of product data. Today, most product 

information exchange between CAD, CAE, and CAM applications relies on geometric 

information standards, such as the Initial Graphics Exchange Standard (lGES) [6]. 

Unfortunately, IGES either does not convey all required product characteristics, such as form 

features and tolerances, or loses some of product characteristics in the product information 

exchange process. Furthermore, when using IGES, product data are exchanged in terms of 

low level geometry entities, such as curves, lines, and points. 

Product Data Exchange using STEP (PDES/STEP) is an international product data 

standard [7-8]. PDES/STEP provides an avenue for computer-based engineering applications 

to exchange data between CAD/CAM/CAE/CIM systems [9]. The PDES/STEP standard is a 

neutral product model data exchange mechanism that is capable of completely representing 

product definition data throughout the life cycle of a product [7]. PDES/STEP is intended to 

be informationally complete for all engineering applications and to be directly interpretable by 

engineering application software [10]. 

However, PDES/STEP product information models alone cannot ensure the integration of 

the CACE environment, because inter-relationships and constraints between multidisciplinary 

applications are not defined in PDES/STEP. Hence, the success of the PDES/STEP depends 

not only on the process of creating standards, but also on the development of technologies 

that support the wide variety of automated systems to directly interpret the product definition 

and to communicate freely with each other. 
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This research started with the development of a unique conceptual data model that follows 

the PDES/STEP standard. The data model was constructed by applying object-oriented 

information modeling as it relates to the manufacturing process. Applying the same data 

model for both the global database (Concurrent Engineering database) and the local database 

(multidiscipline engineering function database) has the advantage of avoiding inconsistency, 

enforcing standards, and ease of maintaining data integrity [5]. 

1.2 Overview 

This paper uses design for assembly to demonstrate a feasible approach to implement the 

PDES/STEP in a CACE environment. Section 2 describes a data model that contains three 

major objects: Part, Joint, and Assembly _Model in which the elements of product data are 

obtained from PDES/STEP. In Section 3 the use of STEP entities to form the feature based 

information for the assembly application data model is discussed. In Section 4 an approach to 

implement the PDES/STEP compatible application using the EXPRESS information modeling 

language and object-oriented ROSE database is proposed. Elements of product defmition data 

from PDES/STEP, the architecture of compatible schemata, and application protocol are 

discussed. A computer processable Assembly Application Protocol (AAP) is developed and 

documented as an object class structure and implemented in the form of a class library. The 

AAP shows (1) how the EXPRESS standard language is used to model the PDES/STEP 

Compatible data model, (2) how the PDES/STEP entities are used as building blocks of 

engineering information, and (3) how the application oriented data semantics can be 

embedded in a computer system. The AAP acts as a feature-based information model and 

persistent object data schema for CACE assembly applications. Examples are used to 

demonstrate the capability of the protocol. Section 5 summarizes the methodology and 

advantages of the approach. In Section 6, the use of standard tools are shown to enhance the 

CACE communication, and research opportunities are suggested. 

2 Product Conceptual Model 

2.1 Product and Process Design for Assembly 

The manufacture of a product involves the following three steps: (1) product design, (2) 

manufacturing system design, and (3) manufacturing system operations, e.g., fabrication, 

assembly, and inspection [11]. Design decisions made at each step determine the constraints, 

options for manufacturing processes, and costs. One of the main objectives of Concurrent 
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Engineering is to coordinate the design of products and processes so that effective and 

efficient manufacturing will be possible. The integration of product design and process 

design is one of the critical pacing activities for successful Concurrent Engineering. 

Following the assumption of morphological analysis [12-14], a mechanical system can be 

decomposed into subsystems, sub-subsystems and so on until no further breakdown is 

meaningful. Young et al. define the design process as the separation of the design problem 

into stages such as conceptual design, detailed design, and analysis and evaluation [1]. Stoll 

describes a five-step procedure for integrated product/process design that helps encourage 

parallel development of engineering design [15]. Another procedure for product design that is 

emphasized for assembly is described by [16]. 

To explain the concurrent design of products and processes, the production of a 

mechanical system is divided into six steps (see Figure 1). The concurrent design proceeds 

from the system to the parts and integrated back to the system. In the first three steps, the 

conceptual design is separated into functional models and subsystems; then is further 

decomposed into l2.Il!1S. and j,Qin,ts.. In the top-down phase, both product function and 

manufacturing factors influence the breakdown. In steps four and five, the bottom-up phase, 

mating parts and joints are designed to ensure proper process selection and reliable assembly. 

Designed groups of parts, joints and subsystems are evaluated for their assemblability and 

their basis for generating an assembly process plan. 
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Figure 1. Concurrent Product and Process Design 
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Figure 1 introduces a common design scenario for emphasizing (1) three important 

"objects": e.g., Mechanical System (subsystem), Part, and Joint, and (2) the role of assembly 

engineering activities that are related to the above "objects." The PDES/STEP based Part, 

Joint, and Mechanical System (called Assembly_Model) definitions are proposed in [17]. 

Manufacturing related attributes of the Part, Joint, and Assembly _Model objects are also 

designed in a PDES/STEP compatible fashion and are intended to support the assembly 

planning and evaluation. 

2.2 PDES/STEP Based Information Model 

The ordinary practice of information modeling of a computer-aided system is to (1) recognize 

data elements that are necessary for required functions of the system, and (2) organize data 

elements into a structure for easier handling and manipulating by engineering applications. 

For CE practice, additional to the above, the analysis of the data relationships and data flow 

between multidisciplinary applications also needs to be done. 

To establish the successful communication in concurrent engineering, two models must be 

constructed, namely data model and process model. The data model and process model 

together are often called the conceptual model [18]. A data model not only contains 

information to describe a product but also represents the structure of the information for easier 

retrieving, storing, and revising [19-20]. A process model describes the "dynamic" behavior 

of application data based on the relationship between data and its pre and post application 

conditions [21-22]. 

Unfortunately, the above practices achieve only local CE, because the data model is 

formed for a specific environment, which makes it difficult to communicate with other 

environments. Although, in such cases, two data models contain the same information, a 

translator between each pair of environments or systems is still needed. The need becomes 

obvious for constructing a data model that follows a standard that will enable CE to be utilized 

in the dynamic and heterogeneous environments. 

This paper does not intend to discuss the details of data and process modeling. The paper 

concentrates on how to embed a data model in a computer-aided environment that enforces the 

PDES/STEP standard and provides rapid communication capability (without a translator) for 

applications that use the data model. A data model for object-oriented CAD/CAE/CAM 

applications proposed in [17] was refined by [5]. This paper follows the data structure of 

[5, 17], but reduces the data model to contain only the information that is needed for the 

assembly application in order to demonstrate a PDES/STEP compatible application. 

In [5, 17], the hierarchical structure of mechanical systems is proposed. A mechanical 

system is composed o( parts that are assembled to carry out specific functions. Within a 
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mechanical system, there are two kinds of basic elements: parts and joints. A mechanical 

system can be defined as a group of related parts and/or subsystems that are assembled by 

joints. A subsystem is also an assembly of parts and its member subsystems that are 

connected by joints. Based on the manufacturing and assembly functionalities, the joint is 

classified into three different types: Qperational joint, fastener joint, and fusiQn (welded) iQim. 

The joint in the data model is treated as an information set to describe different assembly 

relations of mated parts, fastened parts, or welded pieceparts. 

2.2.1 Assembly_Model 

The process of system decomposition into subsystems is a central aspect of prescriptive and 

computational models of the design task [23]. The hierarchical model, as suggested by [23], 

has the advantage of "implicitly incorporating abstraction and refinement." Meunier and 

Dixon directly assume that the design problem has been decomposed into systems and 

subsystems for their model of mechanical design [24]. 

The proposed hierarchical structure of the data model of a mechanical system is shown in 

Figure 2. From the configuration point of view, a mechanical system can be composed of 

parts, joints, and subsystems. A subsystem can be further divided into parts, joints, and its 

member subsystems. This recursive subsystem dividing process is terminated at a subsystem 

whose subsystem is nil. In this case, the subsystem is composed only of parts and joints. In 

Figure 2, the cQmposite object (or assembly_model) is used to represent both a mechanical 

system and its subsystems or subassemblies. The symbol "+" represents one or more 

elements and the symbol "*" represent zero or more elements. 

Figure 2. Hierarchical Structure of A Mechanical System 
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The attributes and functions of the Assembly_Model are listed in Figure 3. The 

Assembly_Model class carries the is_parcof relationship of a mechanical system and its 

components. The attributes and methods (functions) of the Assembly_Model are defined to 

help the designer construct the structure of the mechanical system. The editing functions 

allow the designer to create specific system configurations. When a designer creates a new 

system, the system configuration (or decomposition) is based on some special purposes from 

the designer's viewpoint. Furthennore, based on different application considerations, the 

designer can edit the configuration or evolve it through experiment to conceive, as a 

meaningful unit, an analysis that evaluates some aspects of the perfonnance of the system or 

subsystem. 

CLASS: Assembly Model 

Attributes 
ID 
Name 
Set of Assembly Models (Nil or Composite IDs) 
Set of Parts (NIl or Part IDs) 
Set of Joints (Nil or Joint IDs) 

Methods 
Create Assembly Model 
Add Part 
Erase Part 
Add Joint 
Erase Joint 
Add Assembly Model 
Erase Assembly Model 
Display Component 

Figure 3. Attributes and Functions of Assembly_Model 

A construction backhoe system is used as an example to illustrate concepts presented in 

the Assembly_Model. In the example, the backhoe system is composed of twelve idealized 

functional parts, eleven fastener Joints, and three operational Joints (13, J6, and nO), as 

shown in Figure 4. A common configuration structure of the backhoe system is shown in 

Figure 5, which gives the overall data model picture of an example mechanical system. In 

Figure 5, boxes represent parts; rounded boxes represent systems or subsystems; and ovals 

represent Joints that specify the assembly relationships of parts. The dashed lines represent 

the connectivity between parts. 
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Figure 4. A Backhoe System 

A part in a mechanical system is a solid entity that has specific geometry and material 

properties. Attributes of a part in the data model include a part identification, a name, a 

geometric representation, and a material property, as shown in Figure 6. The geometric 

representation and material property of a part are defined primarily according to PDES/STEP. 

In the paper, the geometric representation of a part contains three components of PDES/STEP 

[7]: (1) geometric model, (2) fonn features, and (3) precision features. The geometric model 

is a formallogicallmathernatical representation of the shape and size of a part. Most geometric 

models are presented as solid models. The geometric model of the Guide link of the backhoe 

system is a rectangular block, as shown in Figure 7a. 

A fonn feature is a stereotypical portion of a shape; i.e., a portion of the skin of a shape or 

a dimensionality-2 shape element [7]. A form feature, from the geometry point of view, is a 

physical portion of a part. From the product definition point of view, a form feature adds 

detailed geometric characteristics to the geometric model to precisely define the shape of a 

part. From the manufacturing point of view, a form feature confonns to some manufacturing 

pattern; e.g., hole, pocket, wall, or chamfer. Whenever fonn features are appropriate to 

describe the geometry of a part, they should be applied to the geometric model of the part. In 

this way, downstream manufacturing applications can more efficiently use the information 

contained in the geometric representations of parts [25-26]. As an example, the geometry of 

the Guide link can be defined by applying form features including two holes, an open 

rectangular section, a slot, and four chamfers to the geometric model of the Guide link as 

shown in Figure 7b. 
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Figure 5. Configuration Structure of The Backhoe 

Each part has its own base reference frame (coordinate system). Each volume associated 

form feature has a feature reference frame. Most reference frames are three dimensional. In 

PDES/STEP, a reference frame is called an axis-n_placement, where n can be I or 2, 

depending on the type of form feature and/or volume specification procedures. When 

defining the axis_placement of a form feature of a part, the reference frame of the form 

feature, which is called the feature reference frame, first needs to be defined relative to the 

base reference frame of the part. As an example, in Figure 7b the feature reference frame of 
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Figure 6. A Part in the Global Product Definition 

x 

(a) Rectangular Block (b) Form Features 

Figure 7. Geometry and Form Features of the Guide Link 

hole_A is defined relative to the base reference frame of the geometric model of the Guide 

link, which is the reference frame of the block shown in Figure 7a. 

Precision features such as tolerances and surface texture describe additional geometric 

characteristics of the existing geometric model and form features of a part. Precision features 

are used to describe the final product design information for CAM tools to select processes, 

machine tools, and tooling. In PDES/STEP, part material can be classified into three 

categories; (1) homogeneous material, (2) composite material, and (3) material table. For 

detailed classification, readers can refer to [7]. 
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2.2.3 Joint 

From the design point of view, a Joint only defines the mating conditions and kinematic 

constraints between parts. From a CAM point of view, a Joint is an ordered sequence of 

assembly operations and specifies assembly operations and mating conditions between parts. 

Hence, a Joint in the assembly application data model defines both connection and assembly 

process data. Characteristics of a CAM Joint include an identification (id), name, joint type, 

connectivity, degrees of freedom (d.oJ.), mating operation, and joining operation as shown 

in Figure 8. Note that a joint agent also is a part. 

I 
id 

CAM Joint 
I 

I I ~ 
name con~ection ~ 

I I ~ 
type d 0 f connectivity ~ 
/~ ... I 'd ~ 

/ •. primary ft I secon ary + ~ 
oper. fast. usi. parU I_C ass partj ~ 

I I I I ~ 
I ag~nt(s) I ~;rt ~::~;~IY ~~rt ~:!t;~IY ~ 

agent assembly I ~ , ••••• 
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I I I feature id feature id •••••• 

I 
assembly 
process 

I 
I 
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operation 
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.
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I I I I I I list 
Tp A D9 force 
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wirespeed mati. mati. 

rl ---rl--,I--" shape dkpth 
dia. fluxl mati. 

no flux 

Figure 8. The Defmition of Joint in an Assembly Application 

Based on assembly processes and the mating conditions, a Joint can be an operational 

Joint, fastener Joint, or fusion Joint. Beside the joint agent, which is a unique characteristic 

of a fastener Joint, another difference between these three types of Joints is their assembly 

processes. The fusion Joint needs a fusion operation to join the contacting parts. The 

operational Joint requires the mated parts to have assembly related form features to hold each 

other; e.g., the designed snapping, clipping, gripping, holding, and containing features of 

mated parts. The fastener Joint needs operations to fix the agents and mated parts. 

Since an agent of a fastener Joint is a part to assemble other parts, the agent's geometric 

features that are involved in assembly should be specified in Joints. The assembly features of 
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an agent include (1) the identification of the assembly form feature and (2) a homogeneous 

transformation matrix Tai. The homogeneous transformation matrix describes position and 

orientation of a feature reference frame of the Joint feature· of the agent, relative to the 

reference frame of the assembly feature of the primary parU. Figure 9 shows an example 

that illustrates a homogeneous transformation matrix that describes the position and 

orientation of an agent (pin A) with respect to the primary part (Guide link). 

~
GUide 

• link 
I 

z ..... 

.... 

S¥a 

Z x 
Pin A a 

Figure 9. Relationships between Feature Reference Frames 

X 
a 

Every PDES/STEP volume associated implicit form feature has a reference frame 

(axis_placement entity) to represent its location and orientation. Using PDES/STEP form 

features directly as assembly features can take advantage of specifying assembly parts' 

relations via specifying the relationships between assembly features' reference frames. Most 

of the assembly features are coaxial features that make the allowed translation in one of the 

three axes. Figure 9 depicts such an example. Sometimes a fastener Joint has several agents. 

For instance, flanges may be fastened by five pairs of bolts and nuts. 

2.3 Part and Joint Examples 

To demonstrate the PDES/STEP based product description, the part Guide link and Joint 111 

are chosen as examples. The geometry of the Guide link (shown in Figure 7b) can be defined 

according to the data model of a part (shown in Figure 6), which follows the PDES/STEP 

part definition standard. The geometric representation of the Guide link is defined as shown 

in Figure 10, by applying form features to the geometric model of the Guide link [5]. In 

Figure 10, rectangular boxes represent entities introduced in PDES/STEP. Dashed 

rectangular boxes are the optional entities of the PDES/STEP structure that are not used in the 

Guide link. Underlined attributes are the fundamental geometric data of a part. Using 

PDES/STEP to define product data takes advantage of feature-based applications. Because 

both the abstract information (e.g., Hole_A: Passage feature) and the concrete attributes (e.g., 

location, length, and radius of Hole_A) are all integrated into PDES/STEP entities, which are 



www.manaraa.com

445 

used by the proposed data model, the feature recognition procedures can extract the feature 

information directly from the data model. 
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Figure 10. PDES/STEP Definition of the Guide Link 
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Figure 11 depicts the assembly of loint 111 [5]_ Figure 12 shows the definition of loint 

111, which is a fastener loint that has a loint agent called pin_A. The agent id is pin_A's part 

id_ The assembly feature of pin_A contains the assembly fonn feature identification and the 

homogeneous transfonnation matrix Tai- The matrix Tai defines the relative position and 

orientation of the assembly fonn feature of pin_A relative to the assembly fonn feature 

reference frame of hole_A of the Guide link, as shown in Figure 12_ Since the feature 

reference frame of pin_A and hole_A must be aligned in three-dimensional space, T ai should 

be in the following fonn when a homogeneous coordinate system is used [27]_ 

[
1 0 0 0] o 1 0 0 

Tai = 0 0 1 0 
o 0 -d 1 

In Figure 12, the transfonnation matrix Tji defines the position and orientation of the 

assembly feature reference frame of the hole_B of the Dump link, relative to the assembly 

feature reference frame of the hole_A of the Guide link_ Such a transfonnation matrix has the 

same fonn as that of transfonnation matrix T ai discussed above, since aligning the axes of 

these two holes is required in assembly_ Similarly, the matrix Tki of part P9 of ActuatocC 

defines the position and orientation of hole_C of the part relative to hole_A's feature reference 
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Figure 11. Assembly of Joint 111 
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Figure 12. Detail Definition of Joint 111 

frame. The variables Dg and Dd are thicknesses of the Guide link and Dump link, 

respectively, as shown in Figure 11. 

3 Feature-Based Application Using STEP Entities 

Features technology has the potential for automating and integrating design, analysis, and 

manufacturing. Some of the advantages of using features are listed below: 
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(1) By manipulating features directly, the tedious intennediate steps involved in creating a 

design become easier [25, 28]. 

(2) Features can contain infonnation to facilitate NC programming [29-30], process planning 

[31-36], finite element meshing [37], GT coding [38-40], and assembly operation 

planning [41]. 

(3) A feature database can simplify the inferencing for reasoning systems (expert systems) to 

perfonn tasks like manufacturing analysis [31,42], process planning [43], optimization 

[44], and others. 

The infonnation sets that refer to the fonn, material, dimensions, tolerances, machining 

processes, and assembly operations of a part can be classified into families for the purposes 

of establishing a data exchange standard and ease of management. For an engineering 

environment, the infonnation used by design and manufacturing can be classified into 

different features based on the information type. [45-46] distinguish the fonn, material, 

precision, design, analysis, manufacturing, and assembly features based on the application 

and abstraction level. 

In the data model developed in the present research, the fonn features, precision features, 

and assembly features are organized in the mechanical system's hierarchical structure. Fonn 

features and precision features are embedded in the Part object, while assembly features are 

carried by the Joint object. Fonn features are the geometric features that are designated to 

represent the part's shape. 

Manufacturing related shapes of parts that are described in the data model using 

PDES/STEP fonn features fit very well with the needs of machining process planning. In 

PDES/STEP [7, 47], a passage or depression feature is removed from a pre-existing shape, 

while a protrusion feature is added to a pre-existing shape. Using the implicit type of fonn 

feature (e.g., passage, depression, and protrusion) and the feature volume specification 

procedure (including feature sweep and feature ruling) provided in PDES/STEP, 

manufacturing features such as grooves, holes, pockets, and pads can be recognized. For 

example, a groove or channel is generated by depression and Along Feature Sweep; a hole is 

generated by passage and Axisymmetric Feature Sweep; a pocket is generated by depression 

and In-Out Feature Sweep; and a pad or boss is generated by protrusion and In-Out Feature 

Sweep. The compatibility between manufacturing features and PDES/STEP fonn features 

simplifies the standardization and automates decisions for CAPP, GT classification, and NC 

code generation [48, 49]. 

Assembly features are particular fonn features that affect assembly operations. Figure 13 

shows an example that depicts the assembly relations described by part assembly features in a 

Joint. The PDES/STEP fonn features playa key role in the product infonnation model 

developed by [50] in which the fonn features are used as design features in CAD; as 
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machining features in manufacturing process planning; and as assembly features in assembly 

operation planning. A PDESISTEP form feature can be one of, some of, or all of the above 

application features, depending on the characteristics and functionality of the form feature. 

For example, a design feature, say hole_A, can also be a machining feature that requires a 

drilling operation. Furthermore, hole_A can be an assembly feature, if it is used to receive a 

cylindrical part that forms a mated or joined connection of an assembly. 

-c 
~ 

< 
U 

Mating 
Operation 

f(b~) 

Agent 

Secondary Part 

Primary Part 
(Base) 

Figure 13. Connectivity Information and Assembly Process Data Carried by Joint 
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A Joint in CAM applications carries both assembled parts' connectivity information and 

assembly operation data. The connectivity information, which is decided by the designer, 

contains mated or joined part identifications and their assembly features. The assembly 

process data, which are the result of assembly process planning, carry the assembly operation 

list and assembly operation label [50]. An example of the Joint data structure is shown in 

Figure 13, which shows the role of Joints in linking the assembly parts' form features to 

specify the assembly relations of component parts. 

The advantages of using this data structure for assembly applications are the 

following [51]: 

(1) At an early design stage, evaluation can be performed when only the abstract connectivity 

information is provided, e.g., consider only the major shape of part geometry, assembly 

related form features, and tolerances that are involved in the assembled parts. A feature

based design environment allows designers to prototype a design by combining 

primitives, e.g., block, cylinder, or sphere, and/or using profile sweeping and ruling to 

create the pre-existing solid model of a part, then attach necessary form features to the 

solid model to fulfill the part's functional requirements. The parameters that describe a 

primitive or a form feature are grouped under the type of primitives or the type of form 

features. This concept not only allows a designer to change the parameters of a primitive 

or form feature easily, but also makes a clean separation of abstract information (e.g., 

block, cylinder, hole, slot, or pocket) and the detailed parameter set (x, y, and z 

dimension of a block; location, orientation, diameter, and depth of a hole; position, depth, 

width, and length of a slot). 

(2) When the connectivity information provides enough detail to generate the assembly 

process data, the evaluation method can consider the information when making an 

operation based estimation, in which time and cost for each assembly operation 

procedure are considered as evaluation factors. 

(3) The cause of low assembly performance can be linked to the assembled parts' 

defmitions, which gives high resolution to the indicated problem, e.g., how a designed 

part's shape, form features, and tolerances affect the assembly operations or the 

assemblability . 

Precision features include tolerances and surface texture that are also grouped under the 

same composite attribute (geometric representation). Each form feature has certain precision 

features associated with it. For example, a slot (form feature) has dimensions such as height, 

width, and length; each dimension has tolerances (e.g., positional tolerance, straightness, or 

perpendicularity to somt) datum) and surface finish (e.g., lay direction, average surface 

roughness). When parts mate together, both the parts' form features and precision features 

govern the assembly operations. The parts' form features directly affect the joining 
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conditions, for instance: a hole or pin indicates the fit condition, and a threaded stud or 

threaded hole suggest a torque operation is needed. Obviously, the precision features of the 

mating parts also affect the quality and manufacturing processes of the assembly. 

Feature based application can simplify the inference for reasoning systems (e.g., process 

planning) by getting rid of the feature recognition procedures. As mentioned before, the data 

model is constructed to contain form, assembly, and precision features that are integrated 

together and can take advantage of feature based applications. However, most of the credit 

goes to the PDES/STEP. Because PDES/STEP defines the form feature information model 

(ISO 1030 Part-48) to incorporate the variational tolerance and nominal shape information 

models, which in turn integrate the product's geometry, form features, dimensions, and 

tolerances. For example, a form feature size parameters refer to the tolerance entities and the 

location of a form feature refers to the entities defined in the nominal shape information model 

(e.g., axis_placement). 

4 Implementation of PDES/STEP Compatible Applications 

The previous section discusses the information required for assembly applications that is 

organized as a PDES/STEP based and feature based data model. To embed this data model in 

a CACE environment and provide communication capabilities for applications and databases, 

the object-oriented approach is used. At the implementation level, mechanisms are required to 

support specialization relations concerned with objects and object attributes like "instance-of," 

"is-a," "reference-to," and "is-part-of' [52]. 

4.1 Object-Oriented Approach 

This research follows the object-oriented concept that uniformly models any real world entity 

as an object. The advantages of object-oriented modeling are [53]: (1) the introduction of 

semantics by putting the properties (attributes) and functions (methods) describing the object 

into the context of that object, (2) the structuring of functions and properties using a unique 

concept, and (3) the integration of attributes and methods. 

The structure of an object is shown in Figure 14. The object attributes can refer to other 

objects, and inherit from other objects through the super/subtype declaration. The object 

model represents object relationships, which carry the data semantics of the data model. In 

Figure 14, the object method is classified into 1/0 Functions and Algorithms. The 1/0 
Functions define ways the object attributes can be used (e.g., retrieve and update). 

Algorithms are the special subroutines of the object that perform certain engineering functions 



www.manaraa.com

452 

of the object. For example, a CAM_Joint may contain a Joint planning method for assembly 

process planning and a Joint evaluation method to perform an assemblability evaluation. 

~ Object-. 
Super/Sub-object 
Attributes 

(object model) 
.) 

Methods 

I/O Functions 

(behavioral model) 

Algorithms 

(functional model) 

-- . End_Object 
Figure 14. Attribute and Method of Object 

The PDES/STEP methodology uses a three layer architecture, including a reference model 

(concept layer), a formal definition language called EXPRESS (logical layer), and 

communication file structure called the STEP file (physical layer). The EXPRESS language 

is used to define the PDES/STEP logic layer, which is designed to satisfy [7, 54]: (a) 

modeling the object of interest, (b) defining the constraints that are to be imposed on objects, 

(c) defining the operations that establish how objects are to be used, and (d) modeling in a 

computer-sensible manner (i.e., processable by computer). EXPRESS is similar to an 

ordinary computer language like Pascal, C, or C++, but without any input and output 

statements. The main descriptive elements of EXPRESS are: 

Schema 
Type (character of data that is used to describe entity) 
Entity (describes the object of interest to a DoD (universe of discourse)) 
Algorithm 

Function 
Procedure 

Rule (defines constraints). 
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The data modeling nature of PDES/STEP infonnation models is exactly object oriented, 

which is the reason that only an object-oriented approach can take full advantage of both 

product data and software engineering standardization. 

4.2 Application Protocol 

The use of PDES/STEP infonnation entities as building blocks for data modeling is the first 

step toward product data standardization. To standardize the use of STEP to support a 

particular application is also necessary to communicate between the application and other 

systems or databases. The documentation of a standard way, for both human and computer 

systems, to interface with the STEP based data model needs to be accomplished before the 

full advantage of product data standardization can be achieved. 

Application Protocol (AP) aims to document a standard means to interface STEP and a 

specific application. According to [8], "Application protocols define the content, the use, and 

the kind of product data for a specific engineering purpose in a product's life cycle." An AP 

consists of (1) a required product data model to perfonn particular engineering functions and 

(2) an application interpreted model to defme how the product infonnation is used [55]. This 

research implements the Assembly AP (AAP) as an object-oriented class library that acts as 

feature based and STEP based object templates domain and persistent object data schema for 

computer-aided assembly applications. 

4.3 Application and Communication Environment 

The implementation approach for the AAP is depicted in Figure 15. The software tools used 

by this research include EXPRESS language, Express2C++ translator, C++ language, and 

ROSE database. The assembly application data model is remodeled by the EXPRESS 

language, which is an object-oriented infonnation modeling language and also is part of STEP 

(ISO 1030 Part-ll). The EXPRESS expression of the Part, Joint, and Assembly_Model (see 

Figure 15), called application oriented schema, refer to PDES/STEP schemata. All of the 

EXPRESS schemata are translated by the Express2C++ translator into a class library that 

keeps the semantics of the data relationships of the data model. The object-oriented class 

library is easy to use and maintain. A new class can be constructed by (1) inheriting all 

properties from other existing. classes, (2) editing attributes and methods of a class, (3) adding 

new attributes and/or methods to a class, or (4) combining all the above approaches. 
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EXPRESS2C++ 
Translator 

Pilot PDES/STEP Application Class Library 
(for both C++ and ROSE) 

assembly_model class 
...... -------t Joint Classes 

part class 
nominal_shape classes 
geometry classes 
geometric_shape _model clas.o;es 
torm _feature clas.o;es 
volume Jeatur. classes 
transition Jeature clas.o;es 
feature yattem classes 
tolerance classes 

Figure 15. Application Environment 

This class library can be used directly by C++ and ROSE database manager. A C++ 

application program can (1) instance objects from the library to construct user defmed objects, 

(2) used object methods to manipulate object attributes and perform engineering functions, 

and/or (3) send messages to ROSE++ (ROSE database manager) to save, update, or retrieve 

user defined objects. 

The ROSE database is designed to support CE and PDES/STEP [56], and has the 

capability to read and write a STEP file. A STEP file represents the physical layer of data 

communication that is a generic data format for PDES/STEP product information. In the 

environment shown in Figure 15, system integration and product definition data passing 
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through multi-disciplinary applications to practice concurrent engineering is through the STEP 

file. But the important issue for a system or an engineering function to understand a STEP 

file from other systems is to know the original definition and semantic relationships of the 

information contained in the STEP file. The application protocol is the spirit of the STEP file. 

Communication between different systems can be done only if those systems have a common 

data schema to form the foundation to understand each other. PDES/STEP defines a wide 

range of engineering information entities for applications to construct the application protocol. 

4.4 Assembly Application Object Class Library 

The class inheritance and reference structure of the Assembly _Model, Part, and Joint objects 

are proposed in [50] as shown in Figure 16. A set of entities defined in the PDES/STEP ISO 

10303-42 (geometry, geometric shape model) [57], ISO 10303-48 (form features) [47], and 

ISO 10303-47 (shape variational tolerance) [58], as shown in Figure 17, are implemented in 

the current version of this class library. The overall scope of PDES/STEP should not 

discourage the implementation of PDES/STEP compatible applications. For example, a C++ 

class library that implements the STEP model data, called the STEP Class Library (SCL), is 

under development at the National Institute of Standards and Technology (NIST) as part of 

the national PDES testbed [59]. The SCL is very likely in the public domain. The users can 

easily use entities (classes) that are defined in each released PDES/STEP reference model via 

access to the STEP C++ library. 

Figure 16 shows the inheritance and reference structure of the Assembly_Model entity 

(class), Part entity, and Joint entities. The italic formatted attributes in a class are the 

attributes inherited from other classes. The plain text formatted attributes are the local 

attributes of a class. In Figure 16, the solid boxes are classes (entities) that are defined in the 

assembly schema; the solid lines represent the inheritance relationships from the top down; the 

shaded arrows represent "refer to;" and the shaded boxes represent the entities defined in 

other schemata (PDES/STEP reference model). A composite attribute, which itself is an 

information set, always refers to other classes. 

The Nominal_Shape, Form_Feature, and Tolerance entities, shown in Figure 17, are the 

subsets of entities defined in PDES/STEP (ISO 10303) part 42, part 48, and part 47, 

respectively. The boxes are PDES/STEP entities; the shaded arrows represent "refer to;" the 

bold shaded arrows represent "refer to" entities defined in other schemata; the solid lines 

represent the superclass-subclass relationships. 
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1 OPIlONAL ~ Class: geometric_shape_model 
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part tolerances Class: tolerance 
OPIlONAL (defined in POES/STEP Class:Joint UST[O:#) OF 

Attributes: ~ Class: connection part 47) 
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[l:It)~ Class: agent 

Class: CAM operational Joint Class: CAMjastener_Joint Attributes: 
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name name 
assembly Jeature 

ill ill 
geometric relation 

type_ofJoinJ type _of Joint 
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Methods: ,... - matin&-PTocess 
Q~~~atiQD ~laDDing f-- - fastenin&-PTocess 
IIQint E:llaluatiQo Methods: 

Class: axis2...,placement 
Q~~tatiQD ~laDDiog 

~QjDt ExalllatiQo ! (dermed by POES/STEP) 

1 .. Class: assembly_label 
Class: assembly_operations Attributes: Class: cartesian...,POint 
Attributes: reference_frame ! (defined by POES/STEP) 

operation_list startin&-PQin 
operation label operation_direction - n distance 

Class: direction 
OPTIONAL degree ! (dermed by POES/STEP) OPTIONAL torque 

Figure 16. Inheritance and Reference Structure of AAP 

In an object-oriented concept, an entity (class) contains not only the data structure to 

describe the carried information set (static property) of the entity, but also methods (function 

and procedure) and rules to describe the behavior (dynamic property) of the entity. After the 

object classes (templates) are established in both the object-oriented programming and 

database environments, application programs can use the. instanced template objects, which 
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• width ---""'-1 
• arc_size---'~ 

Figure 17. PDES/STEPEntities Used by AAP 

follow the PDES/STEP product definition, and can be incorporated into ROSE. The 

capability of AAP has been demonstrated by coding C++ programs for mechanical system 

examples. The object lists and STEP files for the examples are available upon request from 

the authors. 
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5 Summary of Methodology and Advantages 

Figure 18 summarizes the fundamental requirements, methodology, approach, and 

advantages of the proposed assembly application protocol implementation scenario. The pilot 

application protocol class library verifies the methodology and approaches that integrate the 

PDES/STEP standard, an object-oriented data model, C++, and the ROSE database. The 

advantages of using the application protocol library for engineering functions such as 

assembly applications are listed in Figure 18. 

Environment I{equirelllent 
I. Help users to prepare data for 

PDES/STEP based applications 
2. Integrate CE tools (e.g .• information model. 

object-oriented concepts and programming. 
and product data communication) 

Dl:sign Rl:qulrcmcnl 

1. Help "SCIS to define and create POES/STEP 
product definition 

2. Help users to establish PDES/STEP compatible 
application data model 

3. Transparent environment in tools integration 
4. Use object-oriented approach 

MV4\OOii'G~ 

1. MaintalnabUity and Extendability 
• object-oriented programming (C++) 
• automatic translation of information model 

(eJlPress2c++ translator) 
• product definition capability extension 

•• POES/STEP class library extended as the 
need to include more product characteristics 

• behavior extension .. new methods can be 
added into a class to represent the new object 
behavior 

2. Separation 
• clean separation betwccn standard product 

data and applications 
3. Reusability 

• the existing classses work as the template 
objects for both application program and 
ROSE database 

4. Data comm.unication 
• ROSE is designed for both ql and 
PDES!S1EP 

• ROSE can output user defined objects in a 
STEP file format 

1i1!!11 amm• 
1. Object model (information model) 
• identify object entities for applications 
• use PDESISTEP entilies to define application 

objects 
• define and organize attributes for each object 
• slJUcture "is-a" and "has·a" relationships of 

objects 
2. Behavioral model 

• data and object access and update methods 
• database manipulation methods 

3. Functional model 
• application algorithms 
• identify objects relationships between 
application algorithms 

• importJoutport data handling (e.g .• derivation. 
interpretation, and mapping) 

ad·lil8S; 
1. Use EXPRESS as information modeling 

language 
2. Use ROSE database as CE database 
3. Use PDES/STEP class library 

(Build a pilot POES/STEP library) 
4. Use express2c++ translator 

• automatically translate information model into 
C++ classes and ROSE++ classes 

• modify those classes. if necessary. for C++ 
compiler and ROSE++ manager 

S. ConsUtlct the application algorithms 
6. Design importloutport data handling and 

engineering functions 

Figure 18. Summary of Requirements, Methodology, Approaches, and Advantages 
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The benefits of constructing and using such a library in an engineering environment are: 

(1) Maintainability and ExtendibiIity. The maintainability of using object-oriented 

programming to implement large and complicated systems is well known. The conceptual 

PDES/STEP compatible information model can be extended easily by automatically 

translating it into C++/ROSE++ classes. The PDES/STEP class library for product 

defmition can be efficiently extended as needed to include more product characteristics for 

a variety of engineering applications. As new engineering functions are integrated into a 

CACE environment, new methods (procedures or algorithms) can be added into 

corresponding classes to represent the behavior of the new objects that perform the new 

engineering functions. 

(2) Separation. The data relationships and the data model are embedded in the class 

semantics, thus making a clean separation between standard product definition and 

applications. Engineers or programmers need not understand the tedious PDES/STEP 

standard format nor memorize the data semantics of PDES/STEP entities. 

(3) Reusability. The classes in the pilot library work as template objects for both application 

programs and the ROSE database. Multi-users can instance objects from the same library 

and share the database to store their persistent objects (designs). 

(4) Data Communication. ROSE is designed for both Concurrent Engineering and 

PDES/STEP. ROSE can output user defined objects in the STEP file format. This 

capability makes it possible for the applications, which use the pilot library, to 

communicate with virtually any other systems that follow PDES/STEP. 

PDES/STEP is claimed as a generic and neutral product data definition, though 

PDES/STEP uses the object-oriented concept to document the product definition standard; and 

most of the tools developed to support the STEP follow or adopt the object-oriented concept. 

This is not a bias, but instead is a means to guarantee the success of the on-going standard 

through the use of highly modulated, reusable, maintainable, and extendable object

oriented approaches. 

6 Conclusions and Recommendations 

Concurrent Engineering (CE) is a process that involves information integration to support data 

communication between multi-disciplinary applications. Though CE does not necessarily 

have to be an automated process, most of today's engineering activities are computer-based 

systems, which tend to be data intensive systems. These automated systems store product 

information digitally in a database. To enhance CE communication, the standard product 
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definition is necessary for neutral representation of engineering information that can be used 

directly by different computer-aided automated systems. 

This research integrates the following standard tools to enhance the CE communication: 

(1) Object-oriented concept, which is a standard approach for software engineering 

(2) EXPRESS, which is a standard information modeling language (ISO-10303 Part 11) 

(3) PDES/STEP, which is a new generation international standard for product definition 

(4) Application protocol, which standardizes the interface with STEP 

(5) Object-oriented database, which is the standard database for data intensive applications 

(e.g., solid modeling) and data centered architecture systems (e.g., CAD system). 

The challenges of this research are to (1) embed the data model and data semantics of 

engineering applications into a computer environment, (2) enforce the engineering data 

standard, and also (3) provide the communication capabilities between engineering 

applications. The AAP achieves the above goals from the design for assembly viewpoint. 

The AAP is PDES/STEP compatible and provides the feature-based product information for 

both assembly planning and evaluation functions. The AAP is embedded in the computer 

system in the form of an object class library that works as information templates for the 

object-oriented programming language (C++) and a database schema for the object-oriented 

database (ROSE). 

The AAP, the virtual spirit of the data model, has the following features: (1) Arbitrary 

level of structure to represent a mechanical system in an assembly application, which is easy 

to extend and maintain; (2) Each object is a manipulating unit that enforces the reusability and 

is highly modulated; (3) Data semantics such as is-part_of, is_a, instance_of, and refer_to are 

embedded in the class library; and (4) Application features in the data model, such as form 

feature and precision feature (carried by Part) and assembly feature (carried by Joint), can be 

used as design, manufacturing, and analysis features. These application features are 

represented by a well defined parameter set that can describe the geometric shape of a part and 

have the full capability of dimensioning and tolerancing. Feature-based applications are 

expected to be one of the keys to real progress in creating a CACE environment [60]. 

The AAP is also a data map that describes the meaning and relationships of the 

information contents of a STEP file generated through the integrated environment. The STEP 

file is the standard communication medium of the PDES/STEP based application activities. 

Certainly, there still is much work that can be done in the world of system integration, 

product data standardization, assembly applications, and concurrent engineering. Figure 19 

shows the intent of this research. A methodology for PDES/STEP compatible applications is 

documented in this paper by using the assembly functions as an example. The same method 

can be reapplied to augment the AAP into an application protocol for other CAM functions. 

Hopefully, through the step-by-step extension of a PDES/STEP compatible application 
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protocol, a standardized CACE environment can finally be established in parallel with the 

development of STEP. 

Computer-Aided Concurrent Engineering 

Application Protocol 

CACE Application Protocol 

Figure 19. Standardized CACE Environment 
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Process Design 
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Abstract: This paper discusses the development of engineering tools for die shape design in 

the forging process and the utilization of this information for determining optimal operating 

conditions. The tools discussed here are based on computer graphics. finite element 

modeling. design optimization and optimal control strategies. and can be run on personal 

computers. work stations and main frame computers. to meet a variety of customer needs and 

to provide user friendly tools for conducting "what if' studies. The methods developed here 

are applicable to several unit processes like extrusion. shape rolling. etc .• besides forging. 

Details about the design variables. design constraints. objectives, analytical sensitivity 

calculations, condensed states, satisfaction of behavior constraints. and the optimal tracking 

algorithm are presented here with engineering case studies. 

Keywords: concurrent engineering / forging die design / forging process design / 

optimization / geometric mapping / backward deformation 

1 Introduction 

Forging is a bulk metalforming process in which a workpiece is deformed between dies by 

the application of compressive forces. Forged products generally have better mechanical 

properties than components manufactured through other processes, such as casting. Open-die 

forging is the term applied to all forging operations in which there is no lateral constraint 

except for friction, while closed-die forging includes all forging operations involving three

dimensional confinement and control of the deforming material. In closed-die forging, the 

workpiece is deformed to fill the die cavity representing the final component shape (Figure 1). 

Metal flow is restricted to fill the closed die cavity, and excess material flows through the gap 

between the closing dies and forms a flash around the forging at the die parting line 

(Figure 2). The flash is subsequently trimmed to form the final product. 
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Figure 1. Schematic Diagram of Plane Strain Closed Die Forging 
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Figure 2. Closed Die Forging Terminology 

Engineering components are frequently designed to meet specific functional requirements 

based on their application. These components are generally of shapes that are not directly 

forgeable, and their design is generally unalterable by the forging process design engineer. 
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The design engineer, therefore, has to develop a forging process, taking into account a 

number of factors, which have been broadly classified into the following two groups: 

A. Determination of the Forging Shape: The machined or finished part geometry is 

modified to take into considerntion the requirements of forging. This requires the addition of 

machining allowances, thermal expansion allowances if the part is to be hot forged, draft 

angles to enable the part to be withdrawn from the forging dies, die and comer rndii to reduce 

stresses on the die, etc. Forging handbooks provide guidelines to the design engineer for 

making these decisions. In the early 1980s Battelle Columbus Laboratory, with support from 

the U.S. Air Force Materials Laboratory and severnl forging companies, demonstmted that the 

information in handbooks could be coded into a computer based expert system 

(e.g., AFD) [1,2]. 

B. Determination of Processing Conditions: Since the starting shape of billets for 

forging operations are generally quite simple (cylindrical, square or rectangular bars) and the 

forging shape can be quite complex, several decisions are required in order to determine the 

processing conditions. Metal flow is greatly influenced by the die geometry. If the final 

component shape is complex and intricate, the billet cannot be deformed to the final shape in a 

single operation. To avoid problems such as fold-over, localized deformation, excessive die 

forces and improper die-fill, the workpiece is deformed through several intermediate shapes 

before a product of the desired shape is formed. These intermediate shapes are generally 

referred to as the buster, blocker and finisher shapes (Figure 3). The number and shape of 

intermediate stages, thus, plays an important role in any forging process. Other factors to be 

considered are the type of forging machine (i.e., press or hammer), the tempernture of forging 

(whether hot, cold or warm), the precision of the forging, location of parting lines, thickness 

of flash, ram velocity, die material, etc. Design handbooks are available to provide guidelines 

to the engineer. Again, computer based expert systems like DIE FORGE and BID [3,4] are 

available to automate some of these tasks. 

Conventional design techniques rely heavily on handbooks and on the experience of the 

design engineer. These techniques provide adequate designs which have been validated 

through extensive physical modeling - a process entailing considerable expense and long lead 

times. Established forging processes that have been developed through conventional design 

methods are generally difficult to alter because of the costs involved in modifying existing 

equipment, training of personnel, certification of the new process, etc. However, 

opportunities exist for the application of new design procedures in developing new processes 

for new materials. Three new methods for the design of processing conditions are discussed 

in this paper: (1) the use of geometrical mapping to provide a quick view of the change in 

shape of the workpiece as it deforms from the initial to the final shape, (2) the use of 
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Figure 3. Multi-Stage Forging: Billet, Preform and Final Product Shapes 

backward deformation and optimization techniques to determine optimal intermediate shapes, 

(3) the use of the state space model to design optimal process conditions. This document 

presents the methodology development for the above three techniques along with example 

problems to validate the same. 

2 Geometric Mapping 

The geometric mapping technique has been developed for visualizing the deformation during a 

forging process. The technique provides the engineer with a sequence of shapes between the 

billet and the final forging shape. The shapes generated can then be used as initial designs for 

the intermediate shapes. This would, to some extent, reduce the time consuming and 

expensive trial-and-error physical modeling. 
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The transfonnation of one shape into another in agreement with certain criteria is called 

confonnal mapping. The tenn confonnal mapping, in the present context, is essentially 

geometrical mapping with adherence to suitable confonnance criteria. Since plastic 

defonnation of dense metals occurs without changes in volume, the mapping is done under 

the condition of volume constancy. In the case of plane strain defonnation, this condition 

translates to the maintenance of constant cross sectional area during defonnation. 

2.1 Two Dimensional (2-D) Geometric Mapping 

This method is explained with reference to a typical forging shown in Figure 4. Due to the 

symmetry of the 'R' shape, only a quarter section (from the first quadrant) is considered for 

study. Consider a rectangular element ABCD of the prefonn (Figure 5). This element is 

geometrically mapped onto the element A1B1C1D1 of the final shape. The following 

assumptions are made while mapping the prefonn to the final shape: 

(i) The material of the billet in the element ABCD of the prefonn is mapped onto the element 

A1B1qD1 of the final shape. 

(ii) There is no displacement of the centroid of the cross section. 

None 

Figure 4. Prefonns for Steel Finish Forgings of H Cross-Sections 
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Figure 5. Preform and the Final Forging for Geometric Mapping 

The exact path of the element ABeD during forging cannot be predicted through a purely 

geometrical analysis. Therefore, the shaded area P1Q1R1S1 on the final forged shape is mapped 

onto PQRS of the starting shape. 

In 2-D plane strain defonnation changes in the shape of the workpiece result in changes in 

the profile or the perimeter. The cross sectional area remains constant while the perimeter 

changes as deformation progresses. The perimeter mapping is done by defining the cross 

section in the x-y plane. The final shape is sectioned into a finite number of slices. Any point 

(xPi> YPj) on the perimeter of the preform shape is mapped onto the corresponding point 

(xlj, yf;) on the final shape. Starting from the axis of symmetry, points on the preform 

(xpj+1' YPi+l) are obtained by considering the area of the slice and the coordinates (xfj, yf;): 

(1) 

The progress of deformation is represented as the third coordinate t. The point (xPj, YPj) is 

mapped onto (xf;, Ylj) to follow the path as x(t) and y(t). During the extrusion process, the 

axis t corresponds to the axis of the extrusion die, whereas in forging, t is a measure of the 

progress of the deformation and could be the normalized time or die stroke value. An 

intermediate die shape can be obtained by selecting different values for t between 0 and 1. 

The points on an intermediate shape are obtained by interpolating between the 

corresponding points on the perimeter of the preform and the perimeter of the final shape. 
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During defonnation from the initial to the final shape, any point (x,y) on the prefonn initially 

changes position rapidly and, as it approaches the final shape, it slows down. 

The transfonnation is represented by a logarithmic function and the intennediate shapes 

are obtained as logarithmic functions along the t direction: 

Xi = XPi + (;eli - xp) log (a + bl) (2) 

Yi = YPi + (Yli - YPi) log (a + bt) (3) 

where, 0 S; t S; 1, (t = 0 corresponds to the first intennediate shape and t = 1 corresponds to 

the fmal shape), a & b are constants, and a + b = 10. The fillet radii and the corner radii of the 

intennediate shapes are critical in order to ensure proper material flow and die fill. General 

guidelines require that the corner radii and the fillet radii be larger at the prefonn than at the 

final shape. The initial radius in the starting billet is assumed to be infinite. The radii at the 

intennediate shapes are given by: 

(4) 

where, 0 ,s; s ,s; 1, and s = 0 corresponds to the first intennediate shape and s = 1 corresponds 

to the fmal shape. The areas of the intennediate sections after interpolation are calculated as: 

(5) 

During the mapping process, the cross sectional areas of the intennediate shapes must comply 

with the constant area requirement. Therefore, correction factors for the coordinates of the 

intennediate shapes are obtained as: 

1 

( Af)"Z 
Ax=~y= A (6) 

The corrected coordinates of the intennediate shapes are calculated as: 

X· = x-~X 
'cor ' (7) 

(8) 

The interpolation technique used in this approach does not imply that the material in the 

shaded area in the initial shape goes to the shaded area in the final shape. An assumption that 

vertical slices remain vertical made during the mapping process assumes the slices slide along 
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their interfaces without friction. The mapping technique is, therefore, only intended to modify 

the perimeter and to generate intermediate die shapes having constant cross sectional area. 

2.2 Three-Dimensional (3-D) Geometric Mapping 

The mapping technique developed for plane strain forgings can be extended to three 

dimensional cases. The three-dimensional component is assumed to be made of a set of finite 

number of slabs, and geometric mapping is performed for the two faces of each of the slabs. 

The volume associated with the component during the transformation is maintained constant. 

This meth<;><l assumes that during the closed die forging process, deformation of the slab 

takes place in two modes: (i) in the plane of cross section (x-y plane) and (ii) in the direction 

perpendicular to the cross section (z-axis), as shown in the Figures 6c and 6d. It is also 

assumed that the planes which are perpendicular to the z-axis remain parallel during 

deformation. Figures 6a and 6b show the preform and final shapes, respectively. A slab of 

material (Figure 6c) deforms into the slab of material shown in Figure 6d. During the 

deformation, changes take place in the perimeter of the cross section and in the thickness of 

the slab, while adhering to the constant volume criterion. 

y 

x 

(a)lnitial Preform Shape 
(c)SECTION a-a 

(b)Final Shape 

(d)SECDON bob 

Figure 6. Automobile Steering Arm 
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This method is explained with reference to an automobile steering arm (Figure 7). The 

final forging shape of the automotive steering arm is sectioned into a finite number of slabs in 

a plane perpendicular to the z-axis. The volume of each slab of the final shape is calculated as: 

(9) 

where, Ali and Au. are the areas of the faces of the slab respectively, and wslab is the thickness 

of the slab. The total volume of the final shape is obtained by the summation of the volumes 

of the slabs as: 

(10) 

'H'SECJ10N 

Figure 7. Method of Sectioning into Slabs in 3-D Geometric Mapping 

The cross section of the starting billet is selected as a circle, a square, or a rectangle 

representing the three common bar stocks available. The dimensions of the billet are 

determined from the total volume of the final component. The billet is sectioned into the same 

number of slabs as the final component to obtain corresponding slabs of equal volume. 

The transformation of the cross section of the profile in the x-y plane is done by 

geometrically mapping the corresponding cross sections of the initial (billet) and final shapes. 

During the geometrical mapping, the perimeter of the cross section changes from the initial to 

the final shape, as discussed for 2-D forgings. The point (XPi' YPi) is mapped to (xfi, yfi) to 

follow the path as x(t) and y(t). The variable t has the same properties as in the 2-D case. 

During the forging process, the volume of the slab is kept constant while the workpiece 

transforms from the initial to the final shape. The cross sectional area of each slab in an 

intermediate shape is calculated as: 

A .. = ~ (x·v. I-X' IY ') 
)1 £..J VI+ l+ 1 (11) 



www.manaraa.com

474 

where j is 1 or 2, depending on the side of the slab. The thickness of the slab at any 

intennediate stage is determined by the volume constancy criterion and is obtained as: 

(12) 

The dimensions of each slab at the intennediate stages are obtained as discussed earlier. 

The intermediate shapes are then obtained by assembling the slabs obtained for that 

intennediate stage. The confonnal mapping technique thus enables one to model the forging 

process in three dimensions and to successfully obtain the corresponding intennediate die 

shapes. 

2.3 Case Study for Geometrical Mapping 

In this section, the development of intennediate die shapes in forgings is demonstrated with 

the example of a three-dimensional forging. 

The steering arm is a common, elongated forging component. The cross sections 

perpendicular to the z axis are referred to as the 'H', 'V' and the rectangular sections 

(Figure 6). The steering arm has a large mass at the ends and the ends are connected by a 'U' 

shaped channel of a comparatively smaller mass. It is a common practice to forge a steering 

arm starting from a cylindrical rod. Therefore, during the forging of the steering arm, a large 

amount of mass needs to be distributed to the ends. The complex variation in the cross section 

along the axis of this component makes it a good example to demonstrate the concepts 

developed here. 

Figure 7 shows the plan (view) of a steering arm forging. A cylindrical prefonn of equal 

volume is used as the starting shape. The final forging shape was sectioned into 50 slabs. The 

small end of the forging has a rectangular cross section, and the large end has a 'H' cross 

section. The small end and the big end are connected by a tapering 'U' shaped channel. 

During the defonnation of a cylindrical rod, mass has to be moved from the region of the 'V' 

channel to the larger 'R' and rectangular regions at the ends. The average cross sectional area 

of the steering arm is less than that of the cylindrical billet. 

The overall length of the workpiece, therefore, increases as defonnation progresses 

(Figure 8). The profiles of cross sections of each of the slabs were digitized, and this data 

was used as the input for the computer program developed. In this example, the flash 

associated with the forged shape has not been accounted for. Two intennediate stages of the 

cross sections were obtained using the geometrical mapping technique. The intennediate 

shapes of the entire die were obtained by assembling the corresponding slabs at the 
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intermediate stages. Figure 8 shows the intermediate shapes obtained using the geometric 

mapping technique. Figure 9 gives the intermediate shapes obtained for the 'H', 'll', and 

rectangular sections, respectively. Other example problems have been successfully analyzed 

by Lanka et. al [5,6] to validate this design approach. 

(a)BUSTER 

(b)BLOCKER 

(c)FINlSHER 
Figure 8. Intermediate Die Shapes for a Steering Arm from Geometric Mapping 

2.4 Assumptions and Limitations of the Methodology 

This method assumes that the final forging shape, which includes parameters such as 

machining allowance, draft angles, fillet radii, and parting line, has been determined through 

other methods, such as by AFD [1,2] or through handbook rules. Some important factors 

which influence metal flow, like material properties, die-workpiece friction, and flash design 
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Figure 9. Intennediate Shapes for Different Cross-Sections from Geomtric Mapping 

have not been considered. This method is based only on geometrical shape changes and could 

be used to provide only an initial design, since variations due to changes in flow behavior of 

different materials have not been accounted for. This technique cannot be used where the 

direction of the forging or the parting line is changed during the stages of forging. Also, 

deformation in the planes of the cross section of the slab have been ignored. 

3 Backward Deformation Optimization Method 

The Backward Defonnation Optimization Method (BDOM) presents a methodology based on 

the rigid viscoplastic defonnation control of the workpiece while reversing the defonnation 

process from the final product shape. Since plastic defonnation is an irreversible process, no 

J 
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unique path exists between the initial and final shapes. Unlike previous backward tracing 

methods, the Backward Deformation Optimization Method selects the optimum path based on 

constraints placed on the deformation of the workpiece. At every backward deformation step 

in the finite element simulation, the velocity profile of the die contacting workpiece nodal 

points is determined by minimizing the maximum difference between the effective strain rate 

and the average effective strain rate. This process gives the information required to judge 

which workpiece node should be detached from the die to obtain the optimum reverse path in 

forging. After successfully detaching workpiece nodes from the die, the backward tracing 

method is used to determine the workpiece geometry at the previous step. The iterative 

scheme is continued until most of the die contacting nodes become free. The workpiece shape 

at that point is used as an intermediate die shape. Depending on the complexity of the final 

product shape, several simulations may be required to determine suitable intermediate die 

shapes. The resulting optimal intermediate die shapes can provide smooth and complete 

die fill. 

The tracing of a workpiece shape from the final product shape is possible by reversing the 

die movement as shown in Figure 10. The Backward Tracing Method developed by Hwang 

and Kobayashi [7,8], iteratively checks whether or not the new workpiece geometry obtained 

by the backward simulation method would result in the starting shape upon repeating the 

forward simulation step. The entire procedure is then repeated to trace back the initial shape. 

A detailed description of the backward tracing procedure is given below. 

V d: Die velocity 

DIE 

Figure 10. Die Velocity and Design Variables for Backward Deformation Optimization 
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3.1 Backward Tracing Method [7,8] 

Backward tracing refers to the prediction of the part configuration at any stage in the 

deformation process when the final part geometry and process conditions are given. The 

concept is illustrated in Figure 11. At time t = to the geometrical configuration Xo of a 

deforming 1xxly is represented by a point Q. The point Q is arrived at from the point P, whose 

configuration is given as XO-l at t = to-I' through the displacement field during a time step !!.t, 

namely, Xo = XO-l + uO-IL1 t, where UO-l is the velocity field at t = to_I. Therefore, the 

problem is to determine uO-l' based on the information (xo) at point Q. The solution scheme 

is as follows: taking a loading solution Uo (forward) at Q, a first estimate of P can be made 

according to p(l) = Xo - uoL1t. Then, the loading solution u~~11) can be calculated from the 

configuration of p(l), with which the configuration Xo at Q can be compared with 

p(l) + U~~I!!.t = d1). If Q and Q(l) are not sufficiently close to each other, then p(2) can be 

estimated by p(2) = Xo - u~g. OM. The solution at p(2) is then u ~~ 1 and the second estimate of 

the configuration Q(2) = p(2) + ~1 M can be made. The iteration is carried out until 

dn) = p(n) + ~~IM becomes sufficiently close to Q. This algorithm was demonstrated for the 

shell nosing problem [8] where the die shape was fairly simple and the separation of nodes 

from the die in going from one step to the previous step was quite straight-forward. But for a 

complex die shape, a more reliable strategy is needed in releasing the nodes. The following 

section discusses the Backward Deformation Optimization technique developed for releasing 

the nodes. 

3.2 Backward Deformation Optimization 

The backward tracing method has been combined with numerical optimization techniques for 

releasing nodes to ensure that appropriate design constraints are satisfied during deformation 

of the workpiece. 

In the flow formulation of the metal forming process, the state of deformation is fully 

described by the displacements, velocities, strains, and strain rates. In this formulation, strain 

rate has been considered as the primary constraining function with the view to minimize the 

variation of strain rates within the workpiece during forging. This would result in a more 

uniform material flow and would reduce the occurrence of defects in the fmal product. 

In order to determine which node is to be detached from the die, the following technique, 

based on numerical optimization, has been developed. During the backward deformation 

optimization process, die force or velocity is transmitted to the workpiece through the die 

contacting workpiece nodes. Though the vertical nodal velocities, UI. U2, U3, etc., as shown 

in Figure 10 are the same as the die velocity, their effect on the workpiece nodal velocities 

may be different. Each die-contacting node is considered individually to determine its 
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Figure 11. Backward Tracing Method 

influence on all the workpiece nodal velocities. This approach is based on the analytical 

design sensitivity calculation method. The design variables in this problem are Uj , which are 

initially velocities of the die contacting nodes. Effective strain rates of the elements are used as 

the design constraints. The design variables, Ub that minimize the maximum deviation of the 

effective strain rates from the average strain rates are determined. Mathematically, this mini

max problem is converted into the following minimization problem. 

Find Uj to minimize H subject to the following inequality constraints: 

k = 1;·· ,n (13) 
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where, 

.:.. 
ek = kth element strain-rate . 

.:.. 
e avg = average strain-rate. 

H = maximum difference in strain-rates. 

n = number of elements. 

The side constraints on the design variables can be written as: 

i = 1,. .. ,p (14) 

where U d is the die velocity. This problem has n design constraints and p design variables. 

The problem can be formulated as a linear programming problem by using the following 

linearization for the effective strain rates: 

(15) 

where, Eko is the effective strain rate in kth element during the backward deformation 

optimization process, and UiO is the ith die contacting nodal point velocity at the reference 

design. The initial design variables, UiO, are the same because they are the velocity of the die 

in the backward deformation optimization process. 

Analytical gradients are computed using the equilibrium equations. The governing 

equation in rigid-viscoplasticity in the matrix form is, 

[K] V = F (16) 

where, 

(17) 

d<l>SF i 2 -1 (q.u ') F = --= L mk-qjtan ...l....!L dS 
dVi Sc 1t uo 

(18) 

[K] is the material and process dependent nonlinear stiffness matrix. The solution to 

Equation 16 is obtained iteratively. The velocity vector, the stiffness matrix, and the traction 

force vector are implicit functions of the die velocity. These quantities are differentiated with 

respect to the workpiece die contacting nodal velocities. The resulting equation is: 



www.manaraa.com

481 

(19) 

The stiffness matrix and traction force vector derivatives are given as follows: 

a[K] I (1 acr cr) 1 aVj -- V = L. - - - - - P 'kVkV P '-a dV . . i . I m m' U -"u V - -.,- - - ,. o i € o€ € I 
(20) 

aF f. 2 Uo a - = L. mk-q·q· - (V·- U·)dS au· s 1t I J 2 ( )2 au· J J 
I U 0 + qkusk I 

(21) 

In order to relate the effective strain rates with the design variables, the effective strain rate is 

defined using strain-rate components as: 

(22) 

or, alternatively, in the matrix notation: 

(23) 

The diagonal matrix [D] has j and { as its components corresponding to normal strain rate 

and shear strain-rate, respectively. The strain rate in each element can be derived using the 

strain rate matrix, [B], and preform nodal velocity vector, v: 

Therefore, 

. 2 T T T 
(£) = v [B] [D HB]v = v [ply 

where, 

[P] = [B]T [D] [B] 

The derivative of Equation 25 with respect to the design variable Uj , gives: 

aek 1 T aVk 

au = -r- vk [P] au 
i €kO i 

(24) 

(25) 

(26) 

aVk 

In Equation 26, vk is the nodal velocity vector for the kth element, and au;, is the nodal 

velocity sensitivity for the kth element, obtained from Equation 19. Equation 26 relates the 

change of the constraint function to that of the design variable. These gradients are used in 

approximating the strain-rate e. 
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The linear programming problem is solved by using the simplex method subroutines 

available in the IMSL package. After solving the optimization problem, the node which shows 

the minimum velocity is detached from the die because its influence on the billet deformation 

is minimal. The workpiece geometry of the previous step is determined by using the 

backward tracing method, after detaching the selected node. In order to ensure that the 

solution is not far from the linear solution, the time step value is determined such that the 

strain increment in any element is less than the predetermined maximum time increment. The 

optimization process and backward tracing process are continued until only one node remains 

in contact with the die. The flow-chart of the optimization algorithm is shown in Figure 12. 

NO 

Define Finisher 
Die Shape. Material 

Properties. and 
Die Velocity 

Define New YES 
Intermediate f-------C 

Die Shape 

Design Completed 

Figure 12. Intermediate Die Shape Optimization 

3.3 Case Study for Backward Deformation Optimization 

The shape optimization technique used to determine intermediate die shapes is demonstrated 

using an axisymmetric disk forging problem with 'R' cross-section. A non-strain hardening 
, 0.3 

material having the constitutive relation, (f = Wl has been used in this work. A constant 

shear force friction factor of 0.15 is assumed at the workpiece-die interface. 
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The disk geometry shown in Figure 13a has rotational symmetry about the center line and 

is also mirror symmetric about the horizontal plane. The deformation of the upper half of 

Figure 13b is representative of the entire disk forging problem. A cylindrical billet having 

radius 4.71 inches and height 4.71 inches and of equal volume is taken as the starting shape 

for the problem. The axisymmetric disk has a web thickness of 0.75 in., a rib height of 1.5 

in., and a rib width of 1.5 in. The predicted workpiece shapes during forward simulation 

using ALPID [9] are shown in Figure 14. These shapes are obtained by considering the final 

product shape as the die shape. The workpiece material separates from the die in the vicinity 

of the fillet as seen in Figure 14d. This can result in material fold-over towards the end of 

deformation as indicated in Figure 14f. The forging of this part should, thus, be conducted in 

two stages, i.e., the billet should first be deformed to an intermediate shape using a 'blocker' 

die, and then further deformed to the final shape using the 'finisher' die. The blocker die is 

designed using the shape optimization technique developed in this work. Figure 15a shows 

the workpiece completely filling the die. Initially, all surface nodes of the workpiece are in 

contact with the die. The surface nodes are grouped into three zones marked A, B, and C, 

respectively. Velocities of the end nodes of these zones are taken as the design variables [10]. 

The grouping of nodes results in smooth geometric shapes for the die by avoiding local kinks. 

At the beginning of the backward deformation step, the node on the symmetric plane 

(marked 1) is assumed to be separated from the die. The sensitivity of the effective strain rates 

of the workpiece elements is calculated with respect to the design variables. The linearized 

optimization problem is solved and the new nodal velocities are obtained. The design variable 

with the least velocity magnitude indicates that the corresponding node separates from the die 

in that time step. Accordingly, that particular node is detached from the die. 

I- L 

(a) 

(b) 

Figure 13. Axisymmetric H-Section 
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(a) Cb) 

Die Separation ~ 

(e) Cd) 

Ce) Cf) 

Figure 14. Forward Simulation of Single Stage Forging Process in H-Section 

Table 1 shows the effect of detaching a particular node on the strain rate distribution in the 

workpiece. As can be seen, in the first step, the maximum strain rate decreased from 42.5/sec 

to l7.8/sec; the minimum strain rate decreased from O.06/sec to O.03/sec, and the average 

strain rate decreased from 1.58/sec to 1.40/sec. The range of strain rate distribution is 

decreased and a more uniform metal flow is obtained. The geometry of the workpiece is then 

updated using the backward tracing method. The equilibrium equations given in Equation 16 

are solved and the modified workpiece nodal velocities are obtained. The workpiece geometry 
is updated using these velocities and the time step determined earlier. It is found that for this 

particular problem the limiting value of maximum strain increment was reached before the 
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Figure 15. Grid Shapes during Backward Defonnation Optimization Simulation in H-Section 

maximum allowable time step. Table 1 presents the results obtained for four steps, 

corresponding to the detachment of nodes 2, 3, 4, and 5 in Figure 15b. In this problem an 

intermediate die shape was obtained after 30 time steps. 

3 
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. 
step Max. Ek. Min. lk. Avg. EA: 
no. Initital Optimum Initital Optimum Initital Optimum 

1 42.5106 17.8744 0.0601 0.0343 1.5789 1.3979 

2 17.1486 10.4878 0.0339 0.2652 1.3775 1.2520 

3 10.3118 6.6620 0.2025 0.1223 1.2259 1.0748 

4 6.5248 4.6047 0.1228 0.1749 1.0591 1.0023 

Table 1. Strain-Rates Before and After Optimization in H-Section 

The Backward Defonnation Optimization procedure indicates that the surface in contact 

with the top of the rib becomes free of the die, while the workpiece continues to slide along 

the vertical sides, as shown in Figures 15c and 15d. Subsequently, the material on the outside 

edge separates from the die (Figure 15e), and finally the web (horizontal) section separates 

from the die as illustrated in Figure 15f. The shape of the workpiece at this step is the 

intennediate shape from which the final shape can be forged with a minimum variation in 

effective strain rate. 

In order to validate the optimally designed intennediate die, forward defonnation of the 

process was simulated using ALPID [9]. For the forward simulation, the intennediate shape 

determined by the optimization scheme was used as the die shape for the first stage of 

forging, and the resulting workpiece was then defonned to the final shape. The change in the 

workpiece geometry during the first stage of forging is shown in Figures 16a-c, and the 

forging of the intennediate shape to the final shape is shown in Figures 16d-f. In both stages, 

complete die fill is obtained. During the second stage forging, the top surface in the rib 

remains horizontal to a large extent, and the material slides up the vertical sides of the rib. 

Final die fill is obtained when all the nodes on the top surface of the rib touch the die. The 

possibility of fold-over has thus been eliminated in this process. 

During forward simulation it is observed that the average total strain is 1.223 for the 

single stage forging process and 1.445 for the two-stage forgirig process. Also, the variance 

of total strain in the [mal product is reduced from 0.133 to 0.076 with the optimized twostage 

forging process as compared to the single stage forging process. Thus, two-stage forging 

would be a better approach for this case, since the optimized die eliminated problems like 

fold-over, at the same time reducing the variance of total strain in the final product. Other 

example cases have been analyzed successfully by Han et. al. [11,12] to validate 

this approach. 
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(a) (b) 

- \ 
(e) (d) 

(e) (I) 

Figure 16. Simulation of Optimized Two-Stage Forging Process in H-Section 

4 Process Design 

This section presents a state space representation of nonlinear material deformation and an 

optimal control scheme for obtaining desired process conditions in the deforming material. 

The state space model is built at discrete time intervals of the process simulation. The state 

feedback method is used to determine the optimum process inputs. An optimum trajectory of 

inputs like ram velocity or die load with stroke is determined and supplied to the hydraulic 

press to obtain a relatively defect free forging. 

The main objective in process control is to maintain processing variables such as strain, 

strain-rate, and temperature within a 'processing window'. The state variables selected in this 

formulation are the die-billet contact nodal velocities and the nodal velocities of the critical 

finite elements of the billet. The control input is the ram velocity, which is determined using 
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the Linear Quadratic Regulator (LQR) theory to maintain desired strain-rates within selected 
[mite elements. The influence of optimal ram velocity on the deforming material is studied 

using certain performance measures. Isothermal conditions are assumed for a specified 
geometry of the billet and die, thereby limiting the variations of properties in the forged part to 

the effect of strain-rate alone. The control of the process variables is done by the off-line 
design of the ram velocity to obtain the desired properties. The strategy for applying process 
control is illustrated in the flow chart (Figure 17). The present approach allows the control of 

the behaviOr of multiple finite elements to achieve the desired processing conditions and also 

discusses the effect of the ram velocity on performance measures like strain-rate variance and 

input power using an example problem. 

+ 
---+ 

LQR Design Scheme 

. 
X .. AX + Bu 

G 

Figure 17. Process Design Flow Chart 
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4.1 Equilibrium Equations and System Condensation 

The finite element equation at the iteration step n, using the direct iteration method is given as, 

n n n 
KS<V) V = F(V) (27) 

where n is the iteration number for convergence at a given time step. The secant stiffness 

matrix Ks(V) and the force vector F(V) are functions of the velocity field V. The billet 

continuum is discretized into quadrilateral finite elements. Each element has two degrees of 

freedom per node in the coordinate axes, leading to a system with many degrees of freedom. 

A reduction in the degrees of freedom is done by defining three zones within the billet 

continuum (Figure 18): 

1. Nodes at the die-billet interface 

2. Nodes of elements of interest within the billet continuum 

3. Nodes comprising the rest of the billet interior 

Upper Die 

Symmetry 

-------------~-
Boundary : 

I 
1 
I 
I 
I 
I 
I 
I 
I 
I 
I 

Bottom Die 

n 

s 

0 = p = Nodes at the die contact boundary 

= q 

* = r 

= 

= 

Nodes of interior elements of 
interest 

Remaining nodes 

Figure 18. System Condensation 
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Consider a billet having m nodes, with p nodes at the die contact boundary, q interior nodes 

for elements of interest and the remaining interior nodes r, as shown in Figure 18. The 

expanded form of the equilibrium Equation 27 is, 

[ ;:: ;:; ;:: ;::) [::) = [~:) (28) 

K41 K42 K43 K44 VB RN 

where Fs is the frictional force, FN is the normal force at the dielbillet interface, and RN is the 

reaction force at the symmetry boundary conditions. If no symmetry boundary conditions are 

specified in the model, RN = O. The tangential and normal components of nodal velocities at 

the die-billet interface are Vs and VN, respectively. VI comprises the nodal velocities of 

interior nodes of interest and VB the nodal velocities of the rest of the billet domain. 

The state variables are identified as the tangential component of nodal velocities at the die

billet boundary and the nodal velocities of nodes comprising elements of interest within the 

billet domain. For a given die velocity, the normal velocity components, VN are known, and 

the normal force F N is condensed from the system of equations. The normal and tangential 

die velocity terms [VN) = [Ty)T[Vd)' and [VT) = [Tx]T[Vd], where, Ty and Tx are the 

transformation matrices consisting of the direction cosines in the respective directions at the 

die/billet boundary (Figure 18), and V d is the die velocity. If reaction forces are present due to 

symmetry boundary conditions, RN = T ~ V N where, TN is a transformation matrix for the 
reaction forces having appropriate dimension. Equation 28 is rearranged by taking the terms 

containing VN to the right hand side and condensing VB from the system. 

(29) 

where the submatrices are, 

4.2 State Space Model Development 

The linearized form of the reduced system at the (n+l)th iteration for a given time step is, 

(30) 
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where, Kt is the tangent matrix obtained by linearizing about the velocity field. Here the 

increment in velocity is, n+1.:1 y = n+ly - ny. Substituting without the iteration counters, 

taking the secant term to the right hand side, multiplying and dividing by .:1t on the left side of 

Equation 30 and then, applying the limit, .:1t ~ 0 we have, 

(31) 

Expanding the right hand side terms according to Equation 30 we get, 

(32) 

The frictional load vector F s, is modeled as a function of the sliding velocity [7]: 

(33) 

v, 
where, m is the friction factor, k is the shear strength of the material, and TVJ is a unit 

vector along the direction of sliding velocity. The sliding velocity at the die interface 

V r = V S - V T , where V s is the tangential nodal velocity at the die interface, and 

VT = [Tx]T[V d]. The modified load vector can be written as, 

[1 { T (Vs- Vr)} ] 
F s = - Sc mkN I V ridS (34) 

The expanded form of the load vector is, 

Fs={L{ mkNTTh} dS}VsJ +[L{ mkNTTh}dS}TxJ1[VdJ 

={FrJ [VsJ +[FrJ [TxJT[VdJ 
(35) 

where F r = UJ mkN T ~} dS]' Substituting the load vector in Equation 33 and rearranging 

the terms according to the velocity vectors we get, 

(36) 

where, 
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and, 

The state space form is thus given by, 

-
~ = - [dtK,J-1[K][V] + [MKt ]-1 [G] [V d] 

This corresponds to the general state space form: 

x =Ax +Bu 

(37) 

(38) 

- -1 ~ - -1 ~ 

where the plant matrix A = -[ MKt] [K]" the input matrix B = [MKt] [G], the state 

vector x = V, and the input vector u = V d' Validation of the above state space model has been 

done earlier by Kumar et al. [13]. 

4.3 Optimal Control Procedure 

The state space model built earlier represents a time invariant system during a particular time 

step for the nonlinear analysis. The plant matrix and the input matrix do not have a closed 

form time dependent expression valid for the entire nonlinear FEM simulation. The simulation 

for plastic deformation is done after reducing the height by 1 % at each time step. Hence the 

state space models built between consecutive time steps are approximately equal. The transient 

response of the state variables between the time steps is not considered. The constant gain 

feedback theory is effective in controlling the elemental strain-rates between the time steps of 

the simulation. The output equation describing the dynamic behavior of the metal forming 

system is given as, 

y=Cx (39) 

where y is the output, and C is the output matrix. Considering the largest strain-rate 

component cij, of the selected finite element, we can write i j = Dv' where D is the strain-rate 

gradient matrix. D is substituted in the output matrix to transform the state variables into the 

strain-rate. Since the control objective is posed as a tracking problem, the quadratic 

performance index J is minimized as discussed in Anderson and Moore [14] . 

.. 
J = 10 (Y - Yd)TQ(y - Yd) + uTRu)dt (40) 
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where Q and R are the state and control weighting matrices which have to be semidefmite and 

positive definite, respectively, and Yd = Ed, the desired strain-rate. The system matrix is 

modified by including a state variable xnew = Ed, and the time derivative xnew = O. A 

suitable Q/R ratio is selected via simulation to determine the control input. The 

feedback term is, 

u=-GX (41) 

where the gain matrix Gis, 

(42) 

Here, P is the Riccati matrix and it is obtained by the solution of the algebraic equation using 

the Schur method developed by Laub [15]. 

(43) 

Additional details on state-space model development and optimal control are presented by 

Kumar, et. al. [13]. 

4.4 Case Study for Process Design 

This section illustrates the process design procedure by means of an example, wherein, the 

deformation of a cylindrical billet into a disk is simulated using ALPID. A quarter model of 

the disk is used for simulation purposes as shown in Figure 19. The effects of friction at the 

die/billet interface are included to represent ageneral forging process. The design of ram 

velocity as a function of time for the non-homogeneous deformation is intended to restrict the 

process variables within a 'processing window'. The processing window, which defines 

limits on processing variables such as temperature and strain rate, is generally material 

specific and is determined either from experimental data or from acceptable industrial practice. 

Data presented by Prasad et. al. [16] for Ti-6242 has been used in this work. Accordingly, 

the favorable region for processing the selected material is at 926.667" C temperature and 

3.0 x 10-3 /sec strain-rate, obtained from the processing map. The process control objectives 

are to maintain the desired strain-rate and to ensure die fill. The starting die and billet shapes 

are shown in Figure 19a. The die has a height to width ratio equal to 0.50. One quarter of the 

billet, having a radius of 60mm and a height of 40mm, is modeled using 96 elements. The 

initial velocity of the upper die (ram) is 0.12 mm/sec, and the bottom die is kept stationary. 

Element number 55 is selected to be the element of interest since it remains within a region 

which is under a compressive state of stress throughout the simulation. The simulation is 

carried out until the die-fill condition is reached (Figure 19b). 
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Figure 19. Disk Forging: Single Element Control 

At the start of the simulation, the billet has 7 nodes contacting the die. As a result, the 

initial plant matrix is of 15 x 15 dimension. Due to the irregular shape of the die, new nodes 

come into contact with the die with progress in deformation. The state variable vector 

increases with additional nodes coming in contact with the die, and the final plant matrix size 

is 27 x 27. The QIR ratio is 1010 when the desired strain-rate is greater than the current 

elemental strain-rate, and is 1 when the elemental strain-rate is lesser than the desired strain

rate. The initial strain-rate at element 55 is lower than the desired value, hence the control 

algorithm causes the ram 'velocity to increase until it reaches the desired value (Figure 20). 

Subsequently, the ram velocity decreases so as to maintain the desired strain-rate value. The 

controlled ram velocity profile is oscillatory during the die filling stage of the forging process 

and is reflected in the controlled strain-rate profile (Figure 21). This may be attributed to the 
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nature of the iterative solution scheme for the nonlinear analysis, where the deformed 

geometry is updated using the product of the converged velocity vector and the time 

increment. The stiffness matrices are determined for the previous geometry before updating, 

while the state space model is built using the updated geometry, and the state variable vector 

includes the additional nodes coming in contact with the die. The error involved is negligible, 

as the time increment is small, and a smooth curve can be approximated to the die velocity 

profile for implementation on the hydraulic press. 
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Figure 20. Ram Velocity Profile Using Single Element Control 

12 14 

During the controlled simulation, die-fill occurs in 45 time steps, whereas, the constant 

velocity simulation takes 43 time steps for die-fill using the same time increment. The variance 

of strain-rate (Figure 22) indicates a smaller range in the element strain-rates, allowing 

relatively uniform deformation for 90% of the stroke. The increase in variance during the fmal 

stages of die-fill can be altered by changing other design parameters like die geometry, 

lubrication conditions, temperature, etc. The strain-rate distribution for both the controlled and 

constant velocity case follow the same pattern. The difference is in the magnitude only. The 

controlled case gives a better deformation at the center portion of the disk where the desired 

strain-rate is maintained 'and reduces the variance in strain-rate at other regions giving a 

uniform flow of material. The input power requirement (Figure 23) is lower for the optimally 

designed process, thus improving the efficiency of the process. Also, by controlling the 
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14 

strain-rate, the required capacity of the forge press is reduced as observed from the load 

stroke curve (Figure 24). Other example problems have been analyzed successfully by Kumar 

et. al. [13] to validate this design approach. 
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5 Discussion and Concluding Remarks 

In this work, three design tools are presented for die shape and manufacturing process 

design. Customer needs and available facilities dictate the selection of a specific approach. 

Geometric mapping provides a fast first cut die design for complex shapes without extensive 

modeling or finite element simulations. Backward Deformation Optimization is a sophisticated 

and computer intensive tool for intermediate die-shape design and selection. State-space 

model and optimal control algorithm give a systematic formulation and process design 

strategy for developing the ram velocity trajectory. 

In general, the microstructure and properties of a forged component depend on the 

thermomechanical processing history. This includes deformation and heat treatment. 

However, direct functional relationships are not known for all materials. The design and 

control strategies presented in this paper assume that optimum ranges of processing variables 

(i.e., the processing window) are defined through experience, experiment, customer need, 

prescribed standards, etc. 

The case studies presented for demonstrating the Geometrical Mapping and Backward 

Deformation Optimization techniques were directed towards near-net-shape forging. These 

methods are equally applicable to conventional closed-die forging with in which flash is 

present. The BDOM and Process Control strategy assume isothermal deformation of a non

workhardening material. Further development is required for materials that show dependence 

on strain and for non-isothermal condition of deformation. The off-line design of ram velocity 

using the optimal control algorithm is one of the available techniques for solving state-space 

systems, and other suitable methods have to be explored for this purpose. 

The intermediate die shapes predicted by the geometrical modeling method were in 

conformance with current industrial practice. This method can therefore be used effectively to 

visualize deformation during forging. The other results presented in this paper have not been 

verified through independent physical modeling. The finite element program ALPID, which 

has been shown to accurately model metal deformation in forging, has been used instead. 

Geometrical Mapping and BDOM provide a large number of intermediate shapes. The 

selection of specific shapes as intermediate dies could be done on the basis of performance 

criteria, such as strain or strain-rate variance, load, power or energy values, type of press, 

and cost of manufacture of dies. For example, there is a trade-off among the cost of 

manufacturing a number of intermediate dies, wear of individual dies, the space available on a 

single die block, etc. Increasing the number of dies may increase the initial cost of 

manufacture, but these costs may be offset by reduction in the wear of individual dies and the 

reduction in replacement costs. 
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Effects of Structural Dynamics on Chatter in Machine 
Tools and Its Evaluation at Design Stage 

Mehmet S. Tekelioglu 

Dokuz Eylul University, Department of Mechanical Engineering, 35101 Bomova-Izmir, Turkey 

Abstract: Chatter can be defmed as violent vibrations between the workpiece and the cutting 

tool in machine tools. Its importance in the design of machine tools is discussed in this 

research. Instead of investigating the chatter probabilities on machine tools of which the 

prototype has already been developed, these probabilities should be e~aluated at the design 

stage. To do this, a mathematical model has been developed to analyze the structural dynamics 

of a radial drilling machine. The effects of structural dynamics are pointed out in terms of 

point and transfer receptances. The receptance properties determine the important factors 

for design. 

Keywords: machine tool vibrations / chatter / structural dynamics / receptance / 

transfer matrix 

1 Introduction 

Since machine tools are very important in manufacturing processes, the factors affecting 

machine tools performance should be evaluated both in design stage and in 

working conditions. 

One of the various factors affecting the machine tools performances is chatter, a violent 

vibration between the workpiece and the cutting tool. These vibrations have some important 

effects on dimensional accuracy of workpiece, life of the tool and of the machine, and the 

number of machined work-pieces per unit time. 

Machine tool vibrations can be mainly classified under three groups [16]. First of these is 

forced vibrations; the second one is free vibrations excited by some shock effects; and the 

third one is self-excited vibrations. The source of the self-exciting energy is in the cutting 

process. In metal cutting, these vibrations are referred to as chatter [1,5,13]. 
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Present chatter studies aim at determining stable cutting conditions [10,14]. But these 

studies give very limited knowledge from the chatter point-of-view, which should be 

considered in design. 

The aim of this research is to study structural dynamics of machine tools in design stage 

and to investigate its effects on chatter. This study may be useful for determining design 

factors of machine tools by considering structural dynamics and effects on chatter. 

There are three factors which have important effects on chatter. These are the dynamical 

behavior of the structure, the cutting process, and the effect called as regenerative chatter. The 

chatter can be shown as a feedback loop considering the above factors [5]. When this loop is 

studied, it is observed that the part which is under the designer's control is almost only the 

structure of machine tool. But as a mechanical system, machine tools have a very complex 

structure, and some simplifications and assumptions must be made when the structure is 

mathematically modeled. Long and Lemon studied the dynamical behavior of structure 

considering these facts [4]. Merrit based his stability analysis on this study [5]. It is also 

possible to determine the dynamical behavior of machine tools by system 

identification [6,7,11,17]. 

A mathematical model must be used to determine dynamical behavior of machine tools in 

design stage. Since it is very difficult to develop only one mathematical model for all kinds of 

machine tools, this study considers only a certain type of machine tools--namely radial drilling 

machines. A mathematical model is developed to analyze the structural dynamics of radial 

drilling machines. The transfer matrix method for continuous system is used and structural 

damping effect is considered. The dynamical behavior is pointed out in terms of receptances. 

The results of the mathematical model are compared with experiments on an experimental 

model of a drilling machine in laboratory. 

2 Mathematical Model and Transfer Matrices 

2.1 Mathematical Model 

Chatter arises in all kinds of machine tools. Different machine tools have different structures. 

Important static and dynamic properties of machine tools should be investigated from the 

design point of view. 

The mathematical model used for radial drilling machines in this study is shown in 

Figure 1. It should be noted that Part 2 can slide on the column, and Part 4 can slide on Part 3 

in this model. 
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Figure 1. Mathematical Model for Radial Drilling Machines 

2.2 Method of Analysis 

The mathematical model is analyzed by the transfer matrices obtained by Bernoulli-Euler and 

St. Venant theories. Structural damping is included in the system by taking Young's modulus 

in complex form, that is E(1 +jsl) instead of E, and G(1 +js2) instead of G, where sl and S2 

are loss factors. The coordinate system and the sign convention used throughout the study are 

shown in Figure 2. 

2.3 Transfer Matrices 

Since the mathematical model is constructed by considering symmetrical beams, in-plane and 

out-of-plane vibrations are not coupled. But the bending and longitudinal vibrations in in

plane, and the bending and torsional vibrations in out-of-plane, are coupled. The derivations 

of transfer matrices can be· found in Reference 9. 

In the following equation {zh and {Zh.l are complex state vectors at the nodes i and i-I 

respectively, and [T] is complex transfer matrix. 

(1) 
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Figure 2. Coordinate System and Sign Convention 

When these are separated into their real and imaginary components, the following expression 

is obtained: 

(2) 

where the superscript r and i denote the real and imaginary components, respectively. 

Equation 2 can be used for forced damped vibrations. If the loss factors are taken as zero, 

the same equation can be used also for free vibrations. The transfer matrices for bending, 

longitudinal, and torsional vibrations are always in the form of Equation 2. 

2.4 Transfer Matrix for the Mathematical Model 

Figure 1 is redrawn in Figure 3 schematically for easier interpretation. In Figure 3, 

a-b-c-d-e-f-g is considered as the main system, and c-h-k as the first branch and e-m-n as the 

second branch. Figure 3 shows also the coordinate system used for each element in the 

mathematical model. The expression for the state vectors at the points a and g is given by 

{zhg = [T]a_g{zha (3) 
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where subscript 3 and 1 indicate that the state vectors are written in x3Y3z3 and xIYlzl 

coordinate system, respectively. The matrix [T]a-g contains branch effects and required 

coordinate transformations [9,12]. 

Xl 
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h 

cr C 
...J 

b 

L 
ZI 

Q 

Xl 

~ d L R m n 
e .--J Zl' 

Zi l Xl' 

f 

X3 

9 

Figure 3. Coordinate Systems for the Elements 

3 Dynamical Behavior of Machine Tools 

3.1 Chatter Parameters 

The number of parameters affecting chatter are many. They are generally classified due to the 

impossibility of investigating these parameters in only one study. For instance these are 

classified by Merrit as the parameters in cutting process, the parameters causing regenerative 

chatter, and the parameters in dynamics of structure [5]. Tlusty also gives a similar 

classification [13,14]. Tobias, who determines the stability of machine tools by considering 

whether the damping is positive or negative in the system, studies the subject from the 

parameters in cutting process point of view but he emphasizes the importance of dynamical 

characteristics of the structure [16]. 
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The effects of the structure on chatter can be pointed out with reference to its receptance. 

Receptance is defined as the ratio of a force applied at a point of a mechanical system to 

displacement of the same or another point. Hence, the smaller the receptance, the larger the 

probability of working far from chatter. 

Therefore the conditions in which receptances are maximum should be known from the 

point of view of both design and stability. On the other hand, receptance has a close relation 

with the natural frequencies and normal mode of the system. This property should be pointed 

out because of the fact that structural damping, which is proportional to the stiffness, means 

proportional damping. If the modal matrices were used, the damping matrix would have a 

diagonal scheme. This result is obtained with the assumption of proportional damping [2]. 

3.2 Natural Frequencies and Normal Modes 

Free vibration characteristics can be determined considering only real components of complex 

transfer matrices. Equation 3 holds for both in-plane and out-of-plane vibrations. Then the 

state vectors for in-plane and out-of-plane vibrations are, respectively, 

{Z}t ={u -w MyVzN} 

{z h = {v 0 e Mz T - V y } 

If the matrix [T]a-g is divided into submatrices as 

(4) 

(5) 

and it is noted that the displacements at the point a and the forces at the point g vanish, then the 

frequency equation becomes 

(6) 

The values of c.o satisfying the last equation are the natural circular frequencies. 

The expression for the natural modes for in-plane and out-of-plane are in the same form. 

These can be found applying the well-known procedure for the transfer matrix method. 

3.3 Dynamic Behavior and Receptance 

Machine tools are subjected to a variety of dynamic excitations simultaneously. In addition, 

the excitation may cause different effects according to the position of the machine tool. Since 
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machine tool positions may change according to the workpiece, it is impossible to define only 

one dynamic behavior for a machine tool. 

A receptance is called point receptance if the displacement considered is at the same point 

and in the same direction as the force, otherwise it is called transfer receptance. It is possible 

to obtain the receptance spectrum of a structure by applying a constant force and then 

determining the displacements in the frequency range considered. 

3.3.1 Excitations and Receptance in Machine Tools 

Since the mathematical model considered in this work is a linear system, it is possible to 

analyze the effects of excitations separately. Therefore the displacements caused by in-plane 

and out-of-plane forces are found separately, and the combined receptance is obtained. 

3.3.2 In-Plane Excitations 

In the case of in-plane vibrations, bending moment, shear force, and normal force affect the 

system. If Equation 3 is written in the following form, the expressions may be interpreted 

more easily. First, it should be noted that, 

{d} = {u -w IV} 
{p}={My VzN} 

Then, 

(7) 

(8) 

where [Tj] matrices, (i=1,2,3,4), are 6x6 submatrices of the matrix [T]a_g' An excitation at 

point g of the system is substituted to the right hand side of Equation 8 as a boundary 

condition. For example, in the case of a harmonic normal force at point g, the following 

expression can be written by using Equation 8 

(9) 
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From this equation, 

(10) 

is obtained. Since the displacement at point a is zero, the state vector at this point is completely 

known. The state vectors at the other points can be obtained easily by using previously 

explained methods. Receptances are written with respect to the force and displacement at the 

related points. For example in the case of a harmonic normal force at point g, the point 

receptance is in the form of 

(11) 

The necessary change should be made in Equation 10 according to the in-plane excitations. 

The formulation gives the real and imaginary components of receptance separately. The 

analysis of the components gives very useful information about the dynamic characteristic of 

the system [8]. 

3.3.3 Out-of-Plane Excitations 

Out of plane excitations are in the form of bending moment, shear force and torsional moment. 

The procedure of analysis is the same as in-plane excitation. But in this case, the following 

expressions should be used instead of Equation 7: 

{d}={v08} 

{p} = {Mz T - V y } (12) 

4 Quantitative Analysis 

Machine tools have different positions according to the workpiece to be machined. Here, four 

different positions are taken into account in the analysis of the dynamic characteristics of radial 

drilling machines. These are shown in Figure 4 schematically. The parameters used in the 

analysis are shown in Table 1. The quantitative analysis is carried out with some programs 

written in APL programming language [12]. 



www.manaraa.com

509 

k h.k d e m n 
c 

POSI TlON 1 b 
f 

h d e m n 9 c 
b 

POSI nON 3 
9 

Q a 

k h.k d ~ min 
c 
b 

POSITION 2 f 
h d e m,n 9 
c 
b f 

9 
POSITION 4 

Q Q 

Figure 4. Radial Drilling Machine Positions 

Table 1. System Parameters 
(Element numbers are given in Figure 1) (E/G=2.6, I=~=9 

~ 1 2 3 4 5 6 

Par. 

m (kiUm) 3.925 42.04 13.09 46.16 1.764 0.365 

Exl0-11 (Pa) 1.764 2.107 1.764 2.107 1.764 1.764 

Axl04 Cm2) 5.067 54.76 16.81 60.84 1.277 0.5027 

Ixl08 Cm4) 2.043 250 23.55 308.5 0.1198 0.0201 

Jxl08 Cm4) 4.086 422.8 39.84 522 0.2397 0.0402 

~ xl03 (m) 8.98 30.21 16.74 31.84 4.419 2.828 

4.1 Natural Frequencies and Mode Shapes 

Natural frequencies must be known to determine the dynamic behavior of a mechanical 

system In the case of chatter, the maximum values of receptances happen to be important, and 

these are directly related to the natural frequencies. 

Natural frequencies are shown in Table 2 with experimental results. The table shows that 

in-plane and out-of-plane fundamental frequencies are approximately equal, and this fact 

yields to the idea that bending modes are predominant at this frequency. The second natural 

frequencies are different and this may be interpreted that longitudinal and torsional modes are 

also effective. Experimental results in the table are interpreted below separately. 
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Table 2. Natural Frequencies 
(In every pair of numbers, the upper one is for theorectical results and the lower-one is for experimental results) 

Position In-Plane Out-of-Plane 

Figure 4 

1 2 3 4 1 2 3 4 

1 19.64 100.33 380.45 384.29 19.05 49.70 337.57 383.06 

18 90 340 - 18 46 280 460 

2 16.50 90.09 359.47 382.68 15.58 47.26 337.83 376.29 

15 85 330 435 15 45 390 -
3 11.40 49.00 382.75 518 11.24 29.74 347.22 424.63 

10 45 425 - 11 28 - -
4 10.16 42.53 375.35 440.76 9.82 26.49 346.20 414.25 

10 40 415 - 10 25 - -

Some of in-plane and out-of-plane mode shapes for Position 1 are presented in Figure 5. 

The mode shapes for the other positions have similar properties. 

e) f=19.64 Hz c) f=JJ7.57 Hz 

r--------

b) f=lOO.JJ Hz d) f=J8J.o6 Hz 

Figure 5. Mode Shapes 
a) the fast in-plane, b) the second in-plane, c) the third out-of-plane, d) the fourth out-of-plane 



www.manaraa.com

511 

4.2 In-Plane and Out-or-Plane Receptances 

In the analysis of dynamic behavior of machine tools, the main factor under the designer's 

control in the chatter loop is receptance of the system [5]. 

Receptance is important because it carries information about the dynamic stiffness of the 

system. Naturally, the most important characteristics of the receptance versus frequency 

graphs are peaks and valleys. These are called resonances and antiresonances, respectively. 

Resonances indicate the frequencies to which the system is most sensitive, while 

antiresonances reveal the most insensitive frequencies. Therefore, the maximum values of 

receptance (the minimum values of the dynamic stiffness) must be known in chatter analysis. 

The receptance behavior of the system is presented by considering four different positions 

of the model shown in Figure 4. One receptance graph is presented for each position. It is 

possible to observe similar characteristics in the other graphs [12]. 

In the interpretation of the receptance graphs, some features (such as the position of the 

machine tool, the excitation being in-plane or out-of-plane, frequency range, and the type of 

the excitation) are important. So these factors should be considered in analyzing 

Figures 6 and 7. In these graphs, a value of 0.05 is used for the loss factors. It should be 

noted that transfer receptances are also important in some cases [12]. 
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Figure 6a. Point Receptance for Position 1 in the Case of In-Plane Normal Force 
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Figure 6b. Point Receptance for Position 2 in the Case of In-Plane Bending Moment 
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Figure 7a. Point Receptance for Position 3 in the Case of Out-of-Plane Shear Force 
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Figure 7b. Point Receptance for Position 4 in the Case of Out-of-Plane Torsional Moment 

4.3 The Effects of Damping on Dynamic Behavior 

In Figure 8, which is prepared to show the effects of loss factor on receptance, the receptance 

behavior for Position 1 in the case of out-of-plane harmonic shear force is sketched for loss 

factors of 0,0.01, and 0.05. It is observed that the peaks of receptances decrease as the loss 

factor increases. The effects of damping are less at the points far from the peaks. 

5 Experimental Study 

A physical model was produced considering the mathematical model for the experimental 

work. The experimentation set-up and apparatus used is shown in Figure 9. In the 

experimental work, natural frequencies were measured and receptance graphs were obtained. 

The measured natural frequencies are presented in Table 2 together with the theoretical 

results. The theoretical and experimental results are in good agreement for the fIrst two natural 

frequencies. Since a regular vibration pattern could not be obtained in general, it was not 

possible to obtain all of the third and fourth natural frequencies. 

The most important point in receptance measurements is to obtain a regular vibration 

pattern. In these experiments, one side of the force transducer was connected to the shaker and 

the other side was screwed to the bottom of the shaft. This system was assumed to be a model 

of radial drilling machine excited by an out-of-plane shear force. 
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Figure 9. Experimentation Set-Up 
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Receptance measurements were carried out with respect to two points on which 

accelerometers are mounted and they are shown in Figure 10. The receptance measurements 

on the point where accelerometer 1 is mounted gives point receptance and the other one where 

accelerometer 2 is mounted gives transfer receptance of the related point. The required 

integration of the acceleration signals was carried out electronically. 

The experimental results for receptances are shown in Figure 11. But receptances above 

200 Hz could not be obtained accurately due to the various experimental difficulties [12]. 

6 Comparison of the Results and Discussion 

As it is observed in Table 2, the experimental results for the first two natural frequencies are in 

good agreement with the theoretical results. But the third and the fourth natural frequencies 

could not be obtained accurately. The difference between the experimental and theoretical 

results for natural frequencies is around 10%. One reason for this difference may be 

neglecting the shear deformations and rotary inertia effects. 

The receptance values obtained experimentally largely depend on the system loss factor, 

and the relation of loss factor to frequency should be taken into account. In the theoretical 

receptance curves shown in Figures lla and lIb, a value of 0.05 was used as the loss factor. 

Peak points should be especially noted in comparision of experimental and theoretical results. 

These results are generally in agreement, and the difference in peak points may be due to the 

loss factor. 

7 Conclusion 

In this study, the effects of the dynamics of the structure on chatter, which is one of the most 

important factors affecting the performance of the machine tool, are analyzed. To show these 

effects, the dynamic analysis of the machine tool structure is considered from the point of 

view of chatter. 

The chatter possibilities can be shown with respect to receptance. Natural frequencies 

which have a very important effect on chatter can be obtained without any lumping of mass 

and elastic property in the mathematical model. Although this work was performed for radial 

drilling machines, it is possible to apply the present method to other machine tool models. 

Also, this method can be applied to the model having elements with non-symmetrical 

sections [3]. 
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Figure 11 a. Theoretical and Experimental Point Receptances in the Case of 
Out-of-Plane Shear Force 
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It is observed that structural damping has a very important effect on point and transfer 

receptances obtained for different radial drilling positions. It is found that transfer receptances 

are important as much as point receptances. The bending and torsional moments and shear 

forces are more marked compared to axial excitations for the model considered. 
Since almost only one factor under the designer's control in chatter loop is the system 

receptance, the method of receptance calculations and the importance of being aware of its 

order of magnitude makes the obtained receptance values more meaningful. 
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Figure 11 b. Theoretical and Experimental Transfer Receptances in the Case of 
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CAD Environment . 
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Abstract: Concepts, methods and tools for interactive CAD-based concurrent engineering 

design optimization of mechanical products, systems and components which are critical in 

terms of cost, development time, functionality and quality, are presented. The emphasis is on 

formulation, development and implementation of methods and capabilities for finite element 

analysis, design sensitivity analysis, rational design, synthesis and optimization of mechanical 

systems and components, and the integration of these methods into a standard CAD modeling 

environment with a view to develop a concurrent engineering design optimization system. 

Methods for optimizing the topology of mechanical components are integrated into the system 

and used as a preprocessor for subsequent shape and sizing optimization. Use of the system 

for concurrent engineering design of mechanical components is illustrated by examples. 

Keywords: concurrent engineering I optimum design system I computer aided design 

(CAD) I multicriterion optimization I min-max problems I finite element analysis I design 

sensitivity analysis I shape, sizing, and topology optimization I structures I composites I 

interactive design I software system I CAD integration I analysis model I design model I 

design element concept I data structures 

1 Introduction 

In this paper the Concurrent Engineering Design process is realized as an iterative solution 

procedure for a multicriterion optimization problem. The problem is defined, possibly 

redefined during the solution process, and finally solved by the designer in an interactive 

dialogue with a suitable software system for design optimization. The process can be 
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essentially conceived as a rational search for the optimum spatial distribution of material 

within a prescribed admissible structural domain subject to multiple criteria and constraints. 

In the general case, this problem consists in determining both the optimum topology and the 

optimum design of the structure. Here, the label "optimum design" covers optimum shape or 

sizing of the design. 

Structural optimization is a well-established field of research and, e.g., Haug & Cea (Ref. 

1) and Olhoff & Taylor (Ref. 2) have published surveys that include the classical research. 

The interest in the field has increased considerably during recent decades due to the advent 

of reliable general analysis methods and the computer power necessary to use them 

efficiently. This has created the possibility of developing large, practice-oriented optimization 

systems, see e.g. Refs. 3-18. Ding (Ref. 9) and Homlein (Ref. 10) have published extensive 

overviews of available systems. Furthermore, a number of commercial finite element codes 

have facilities implemented for design sensitivity analysis and/or structural optimization. 

Systems like ANSYS, IDEAS, OASIS, MSC-NASTRAN, SAMTECH and NISAOPT are 

well-known examples. 

The work of developing a general CAD-based structural optimization system was initiated 

at the Institute of Mechanical Engineering of Aalborg University in 1986, and was founded 

on practical and successful applications of structural optimization by, e.g., Esping, Braibant 

& fleury, Bennett & Botkin, Botkin, Young and Bennet, Stanton, and Eschenauer, see Refs. 

3-8. Since 1989, our work has been carried out as a project under the "Programme of 

Research of Computer Aided Design" under the auspices of the Danish Technical Research 

Council, and we acknowledge inspiring cooperation with profs. M.P. Bends0e and P. Pedersen 

of the Technical University of Denmark on this project. 

This paper presents concepts and complementary methods for optimization of structural 

designs, topologies and materials developed and adopted by the authors, and we describe their 

actual implementation and integration in a user-friendly, interactive, CAD-based optimization 

system for concurrent engineering design, see also Refs. 15-18. 

In Chapter 2 we present the mathematical formulation for multicriterion optimization and 

the basic developments and capabilities of the optimization system. 

Chapter 3 describes the strategies and methods developed for integration of the optimum 

design facilities into a traditional CAD system. The main strategy behind the integration is 

the use of two parallel but completely distinct descriptions of the geometry: the design model 

and the analysis model. Furthermore, full geometric versatility of these models is achieved. 

Thus, the analysis model is independent of the data structure of the CAD system, and this 

implies that the optimization system can be easily integrated with several different CAD

systems. 

The basic ideas of these methods are discussed along with other important features 

pertaining to CAD integration. Chapter 3 also presents two systems for optimum structural 
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design, namely the prototype system CAOS and the more general system ODESSY. Finally, 

the capabilities of the systems are demonstrated by means of examples in Chapter 4. 

2 Mathematical Formulation and Basic System Capabilities 

The purpose of this chapter is to present part of the mathematical formulation behind the 

development of the software systems CAOS and ODESSY for concurrent engineering design 

optimization, and to give an account of the basic capabilities of the systems. 

2.1 Basic Concepts 

The label engineering design optimization identifies the type of design. problem where the set 

of structural parameters is subdivided into so-called preassigned parameters and design 
variables, and the problem consists in determining optimum values of the design variables 

such that they maximize or minimize a specific function termed the objective (or criterion, or 

cost) function, while satisfying a set of geometrical and/or behavioural requirements which 

are specified prior to design, and are called constraints. 

Design Variables 

The design variables will be denoted by 

ai' i = 1, .. ,/, (1) 

and are assembled in the vector a. The design variables can be categorized as follows: 

Geometrical design variables: 
Sizing design variables: describe cross-sectional properties of structural 

components like dimensions, cross-sectional areas or moments of inertia of bars, 

beams, columns and arches; or thicknesses of membranes, plates and shells. 

Configurational design variables: describe the coordinates of the joints of discrete 

structures like trusses and frames; or the form of the center-line or mid-surface of 

continuous structures like curved beams, arches and shells. 

Shape design variables: govern the shape of external boundaries and surfaces, or 

of interior interfaces of a structure. Examples are the cross-sectional shape of a 

torsion rod, column or beam; the boundary shape of a disk, plate, or shell; or the 

shape of interfaces within a structural component made of different materials. 

Topological design variables: describe the type of structure, number of interior 

holes, etc., for a continuous structure. For a discrete structure like a truss or frame, 
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these variables describe the number, spatial sequence, and mutual connectivity of 

members and joints. 

Material design variables: represent constitutive parameters of isotropic materials, or, e.g., 

stacking sequence of lamina, and concentration and orientation of fibers in composite 

materials. 

Support design variables: describe the support (or boundary) conditions, i.e., the number, 

positions and types of support for the structure. 

Loading design variables: describe the positioning and distribution of external loading 

which in some cases may be also at the choice of the designer. 

Manufacturing design variables: parameters pertaining to the manufacturing process(es), 

surface treatment, etc., which influence the properties and cost of the structure. 

The Notion of Problem Variables 

With the aim of developing a versatile mathematical formulation for multicriterion 

optimization, it has been found convenient to introduce the common notion "problem 

variables" for functions of the design variables that enter the definition of an optimization 

problem as part of the multicriterion objective function or as a constrained function. From 

among these functions we distinguish between global problem variables and local problem 
variables. 

Global Problem Variables 

The global problem variables that enter in the multicriterion objective function are denoted 

by 

Ij, j = 1, .. ,J, 

and those entering in prescribed constraints are denoted by 

gp' p=l, .. ,P. 

(2) 

(3) 

The variables may be categorized as cost variables and global behavioural problem 
variables, of which the following examples may be given: 

Cost problem variables: 

Structural volume or weight 
Material cost 
Manufacturing cost 
Life cycle cost 
Etc. 
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Compliance 

Buckling load 

Plastic collapse load 

Eigenfrequency 

Dynamic response 

Fatigue life 

Etc. 

527 

Note that the global problem variables are independent of the spatial variables of the structure. 

A cost problem variable fj or gp only depends on the vector a of design variables, i.e., 

(cost PVs) (4) 

while a global behavioural problem variable fj or gp also depends on the relevant displacement 

(or state) vector Dj or Dp associated with the behaviour variables, 

(global behavioural PVs) (5) 

Here, Dj or Dp must be first obtained by solution of the relevant finite element equilibrium 

equations. 

The global behavioural problem variables listed above are all of a solid mechanical nature, 

but extensions into the field of fluid mechanics (e.g., drag in fluid flow) are planned. 

Local Problem variables 

Local problem variables entering in the multicriterion objective function will be denoted by 

f;, k=I, .. ,K, 

and those entering in prescribed constraints will be denoted by 

• gs' s = I, .. ,S. 

Examples of this category of variables are the 

Local behavioural problem variables: 

Stresses 

Strains 

Displacements 

Etc. 

(6) 

(7) 
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These variables depend on the spatial variables of the structure in addition to dependence on 

the design variables and the relevant displacement field, i.e., we have 

where x designates the coordinates of any point within the structural domain Q. Note that it 

is also required to solve the finite element equilibrium equations associated with the given 

(sets of) extemalloading in order to determine this type of problem variables. 

2.2 Mathematical Formulation for Multicriterion Optimization 

The software system for solution of the multicriterion optimization problem is based on the 

concept of integration of modules of finite element analysis, sensitivity analysis, and 

mathematical programming. In order to meet practical needs of versatility, the basic 

mathematical formulation must possess sufficient flexibility such that the system can both 

handle problems of minimizing cost subject to several constraints, and problems of 

multicriterion optimization for prescribed resource (and additional constraints). To achieve this 

goal, the multicriterion problem is cast in scalar form by stating it as minimization of the 

maximum of a weighted set of the criteria. Such an interpretation of the multicriterion 

optimization problem can be formulated as a problem of minimizing a variable upper bound 

on the weighted criteria, see Refs. 19-21, and this bound formulation implies the considerable 

advantage that the multicriterion problem becomes differentiable. 

Consider a multicriterion optimization problem in the initial form 

Objective: 

min [~ax {Wj·fj ; w; 'max f;}] 
~ ~ xED 

Subject to: 

Constraints for problem variables: 

gp:s Gp , p=l, .. ,P . -. 
gs :s Gs ' s=l, .. ,S, V xEQ 

(global) 

(local) 

(9a) 

(9b) 

(9c) 



www.manaraa.com

529 

Linking constraints for design variables: 

I 

L ciqai S Coq ' q = 1, .. ,Q , 
i=l 

Side constraints for design variables: 

Equations for problem variables: 

Finite element state equations: 

(KD = F)t ' t=l, .. ,T, etc. 

1 

L birai = bor ' r = 1, .. ,R 
i=l 

(9d) 

(ge) 

(9t) 

(9g) 

(9h) 

In Eqs. (9a-h), all symbols equipped with carets and upper or lower bars are assumed to be 

prescribed. Thus, in (9a), Wj and w; are given weighting factors for the separate design 

criterion functions f j , j=l, .. ,J, and fk' k=l, .. ,K, respectively; in (9b) and (9c) (;p and (;: 

denote given upper constraint values; ciq and bir in (9d) are given linking coefficients; and 

in (ge) qi and 0i denote prescribed lower and upper side constraint values for the design 

variables ai' i=l, .. ,I. 
The problem defined by Eqs. (9a-h) pertains to determine the set of values of the design 

variables ai' i = 1, .. ,1, that minimizes the maximum of the set of weighted global and local 

problem variables Ij, j = 1, .. ,J, and f; , k = 1, .. ,K, respectively, in the multicriterion objective 

function (9a), subject to the constraints (9b-h). 

It is assumed that each of the problem variables Ij and f; that enter the scalar objective 

function (9a) have been suitably preconditioned for minimization, and that the finite element 

state equations in (9h) which may also include eigenproblems etc., contain all the sets of 

equations that are necessary for computation of the different displacement (or state) vectors 

required for the variety of behavioural problem variables that needs to be calculated in (9t) 

and (9g) when the optimization is carried out under consideration of several loading cases and 

different types of response. Notice that although not stated directly, (9t) also comprise 

equations for cost variables,· and that these generally only depend on the vector of design 

variables a. 
Now, the objective (9a) of the multicriterion optimization problem is equivalent to 
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(10) 

To circumvent the inherent difficulty that this min-max objective function is generally not 
differentiable with respect to the design variables a i' i = 1 •..• 1. we develop a bound 
formulation of the problem. see Refs. 19-21. By this technique we introduce an additional 

variable {J. which is termed the bound parameter. and write (10) in the form of the 

differentiable problem 

subject to: 

wi . fi :s ~ • j=I, .. ,J 

A. ~. It k 1 K wk' J k :s..., =, .. " 

(global constraints) 

V xEQ (local constraints) 

(Ua) 

(Ub) 

(Uc) 

Thus, we simply transform the statement (10) into the constraints (Ub) and (Uc), and 

minimize the common upper bound p on these constraints according to (Ua). 

Notice that in this formulation, the upper bound parameter p is an additional variable 

which replaces the original non-differentiable functional, and is to be minimized over a 

constraint set in an enlarged space. The original points of non-differentiability correspond to 

"comers" in the constraint set of the enlarged space, and arise from intersections of 

differentiable constraints. 

We now in Eqs. (9a-h) replace Eq. (9a) by Eqs. (Ua-c) and arrive at the following bound 
formulation of the multicriterion optimization problem: 

Subject to: 

Variable boulld constraints: 

Wi • ~ :s ~ , j = I, .. ,J 

w; . f; :s ~ • k=I, .. ,K, V xEQ 

(global) 

(local) 

(I2a) 

(I2b) 

(I2c) 
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Original constraints: 

gp ~ Gp , p=1, .. ,P ... ~ 

gs ~ Gs ' s=1, .. ,S, v xEn 

Linking constraints for design variables: 

I 

E ciqa j ~ Coq, q=1, .. ,Q, 
i=1 

Side constraints for design variables: 

Equations for problem variables: 

Finite element state equations: 

(KD = F), ' t=1, .. ,T, etc. 

I 

(global) 

(local) 

E bira i = bor , r = 1, .. ,R 
i=1 

. (12d) 

(12e) 

(12f) 

(12g) 

(12h) 

(12i) 

(12j) 

Notice that the bound approach is a very simple technique for rendering min-max problems 

differentiable, and that the bound formulation is very versatile in terms of handling different 

types of problem variables. Thus, it is very simple to switch from, e.g., a prescribed-cost to 

a cost-minimization formulation of a given type of problem. It is also noteworthy that the 

sensitivity information concerning problem variables is virtually independent of whether a 

particular problem variable is an objective or a constraint function. 

The problem variables ~, f;, gp and g; are determined using necessary finite element 

software behind (12h-j). Although ~ and gp are global, and f; and gs· are local prOblem 

variables, there is no need to make this distinction in practice. Thus, the local problem 

variables are just evaluated at a number of nodal points of the finite element discretized 

structure according to some suitable active set strategy, and thereby result in a number of 

inequality constraints that have the same mathematical form as the constraints (12b) and (12d) 

for the global problem variables. 

While Eqs. (12h-j) represent the necessary tools for finite element analysis, Eqs. (12a-g) 

constitute a standard problem of mathematical programming which is solved sequentially 

using either a SIMPLEX algorithm, the CONLIN optimizer (Ref. 22) or the Method of 

Moving Asymptotes (Ref. 23), all of which require first order design sensitivities of the 
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objective and constraint functions to be calculated. For this purpose, a sensitivity analysis is 

performed for each design variable at each step of redesign. For shape optimization, CAOS 

and ODESSY use the semi-analytical method which will be briefly discussed in the 

subsequent section. 

2.3 Method of Semi-analytical Sensitivity Analysis 

Design sensitivity analysis of a particular behavioural problem variable of a finite element 

discretized multicriterion structural optimization problem is now considered. Assuming 

linearly elastic static response, the sensitivity analysis is based on implicit differentiation of 

the relevant global equilibrium equations 

KD =F (13) 

from among the necessary sets of finite element state equations comprised in (12j) for the 

behavioural problem variable in question. In (13), F is the vector of external nodal loading, 

K is the reduced global stiffness matrix, and D the vector of nodal displacements associated 

with the actual behavioural problem variable. The stiffness matrix K, and hence D, is assumed 

to depend on the vector a of design variables aj' i = 1, .. ,/, that may comprise sizing and/or 

shape design variables. Differentiating Eq. (13) with respect to a j and rearranging terms, we 

obtain 

aF 
+-, 

da j 

i = 1, .. ,1, (14) 

where the right hand side is termed the pseudo load vector associated with the design variable 

aj. 

The first goal of the design sensitivity analysis is to determine the sensitivities aD/aa j of 

the nodal displacements with respect to the design variables. Due to the analogous form of 

the left hand sides of Eqs. (13) and (14), the sensitivities aD/aa j can be solved from Eq. (14) 

by use of the same factorization of the global stiffness matrix K as is applied when Eq. (13) 

is solved for the nodal displacement vector D in the initial analysis of a given step of 

redesign. Thus, with D known at the particular redesign step, and assuming that aF/aa j has 

been computed if F is design dependent, the determination of aD/aa j from Eq. (14) only 

requires that the design sensitivities aK/aa j of the global stiffness matrix are known. 

If the design sensitivities aK/aa j are determined analytically before their numerical 

evaluation, the approach is called the method of Analytical sensitivity analysis, and if they 

are determined by numerical differentiation, the label Semi-analytical sensitivity analysis is 

used. The latter method was first applied in Refs. 24, 3 and 25. 
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While the analytical method is expedient and has been applied successfully for problems 

involving sizing design variables, it is often a quite formidable task to implement the method 

when shape variables are encountered. Thus, a large amount of analytical work and 

programming may be required in order to develop analytical expressions for derivatives of 

various stiffness matrices with respect to a large number of possible shape parameters. For 

problems involving shape design variables it is much more attractive to apply the semi

analytical method, because this method is easier to implement as it treats different types of 

finite elements and design variables in a unified way. 

Both when the analytical and the semi-analytical methods are applied, usually the 

differentiation involved in the determination of iJK/iJa j for Eq. (14) is most conveniently 

carried out at the element level. Thus, differentiating with respect to aj the element stiffness 

matrices k associated with global coordinates, expanding the matrix derivatives iJk/iJa j to the 

system degrees of freedom, and summing over the number ne of finite elements of the 

discretized structure, we obtain 

iJK(a) = L ~ , i=I, .. ,l 
iJa j n iJa j • 

(15) 

Notice that this computation of iJK/iJa j is similar to the assembling of the global stiffness 

matrix K from element matrices k, but that only those element stiffness matrices which 

depend on a particular design variable aj will contribute to the summation in Eq. (15). 

In the following, the symbol k will be used only for the element stiffness matrix operating 

on the element degrees of freedom in global coordinates, and we shall assume that the 

stiffness matrix k of a particular finite element only depends on a given sub-set from among 

the total set of design variables aj' i = 1, .. ,1. Let us re-number this sub-set of the design 

variables and denote it by aj' j = 1, .. ,J, where J < I. 

In the traditional form of the semi-analytical method of sensitivity analysis, the numerical 

differentiations of the element stiffness matrices k behind the computation of iJK(a)/iJa j in 

Eq. 15, are carried out by means of the first order forward difference formula 

where tlaj is the finite difference increment (perturbation) of the design variable aj' 

Sensitivities of Stresses 

For a particular finite element the stress components are assembled in the stress vector 

function O'(x,y,z) = {ox 0y Oz 0xy 0yz Ozx} T given by 

0' = Ee = EBd (17) 
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in terms of the elasticity matrix E, strain-displacement matrix B and element nodal 

displacement vector d. Assuming that the material is isotropic, the stress design sensitivity 

iJo/iJa j' with respect to any geometric design variable aj' i = 1, .. ,1, for the structure becomes 

- = E B-+-d , 1=1, .. ,1. iJo I ad iJB 1 . 
iJa j iJa j iJa j 

(18) 

Here, the element nodal displacement sensitivities ad/iJa j, i = 1, .. ,1, are selected from 

among the displacement design sensitivities iJD/iJa j, i = 1, .. ,1, obtained by solution of the 

system level Eq. (14). The element level derivatives iJB/iJa j, i = 1, .. ,1, in (18) are only non

zero if aj is one of the design variables aj, j = 1, .. ,J, of the finite element in question, and 

iJB/iJa j = iJB/iJaj is easily obtained by a standard finite difference approach. 

2.4 Method for Elimination of Inaccuracy in Semi-analytical Sensitivity Analysis 

The method of finite element based semi-analytical shape sensitivity analysis is fully reliable 

for usual problems where the structural displacement field entails small rigid body rotations 

relative to actual deformations of the finite elements, see Refs. 31 and 32. 

However, in problems involving linearly elastic bending of long-span, beam-like 

structures, or of structures like plates and shells that are "long" in two directions, rotations 

are generally not negligible relative to usual strains, and application of the semi-analytical 

method may then yield completely erroneous results for lateral displacement design 

sensitivities with respect to shape design variables associated with the "long" direction(s) of 

the structure. 

The source of the severe error problem is the approximate numerical differentiation of the 

finite element stiffness matrices, cf. Eqs. (15) and (16), which is the main characteristic of 

the semi-analytical method, and the inaccuracy problem manifests itself by abnormal 

dependence of the displacement sensitivity errors on finite element discretization and -refine

ment, and on the values chosen for perturbations of the shape design variables. 

A similar inaccuracy problem is not found if the analytical method or the overall finite 

difference technique of sensitivity analysis is employed. 

It is important to note that the occurrence of severe displacement design sensitivity error 

is basically problem dependent rather than element dependent, i.e., the error problem will 

manifest itself independently of which type of finite element that is used in the modeling of 

a long-span structure, see Ref. 32. 

The severe error problem readily manifests itself in cases of structures modeled by beam, 

plate and shell finite elements, see Refs. 26-32. Such elements both possess translational and 
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rotational degrees of freedom whereby the components of their stiffness matrices depend on 

shape variables in different negative powers. This implies that the use of a forward finite 

difference formula based on first order polynomial approximation for computation of the 

element stiffness matrix sensitivities gives rise to different and comparatively large errors of 

the components of the matrix derivative and hence of the element pseudo loads, see Refs. 27-

30. 

The non-uniform distribution of pseudo load errors is such that it has a very critical 

influence on the displacement design sensitivities as the finite element mesh is refined 

because the values of the latter, which should be mesh-independent, result from subtractions 

and additions of an increasing number of increasingly large terms as the number of finite 

elements increases with the mesh-refinement, see Ref. 29. 

In order to develop a method for error elimination without a sacrifice of the simple 

numerical differentiation and other main advantages of the semi-analytical method, the 

common mathematical structure of a broad range of finite element stiffness matrices has been 

recently studied in Ref. 32. 

This study leads to the result that element stiffness matrices can be generally expressed 

in terms of a class of special scalar functions and a class of matrix functions of the shape 

design variables that are defined such that the members of the classes admit "exact" numerical 

differentiation (exact except for round-off error) by means of a very simple method 

developed in the paper. The method is based on application of simple correction factors to 

upgrade usual, computationally inexpensive first order finite differences to "exact" numerical 

derivatives with respect to the shape design variables. The correction factors can be easily 

computed once and for all as an initial step of the sensitivity analysis. 

Application of the method completely eliminates the problems of severe dependence of 

semi-analytical design sensitivities on the size of perturbations of design variables and on 

finite element mesh-size and -refinement, etc. The results are actually equivalent to results 

that would be obtained by numerical evaluation of corresponding analytical design 

sensitivities. However, the new method is much more problem independent and easier to 

implement than the analytical method. 

Thus, it is shown in Ref. 32 that the new approach to semi-analytical sensitivity analysis 

is easily implemented as an integral part of finite element analysis. The method of error 

elimination by "exact" numerical differentiation can even be implemented in connection with 

existing computer codes for semi-analytical sensitivity analysis where the different 

subroutines for computation of element stiffness matrices are only available in the form of 

black-box routines. 

In Ref. 32 the applicability of the method is demonstrated for a broad class of commonly 

used finite elements. It is also shown that the method is fully compatible with common 

methods of design boundary parametrization based on master node techniques, and numerical 
examples are presented for illustration and discussion of the capabilities of the method. 
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2.5 Boundary Parametrization using Generalized Shape Design Variables 

This section presents the mathematical background for important concepts and tools for shape 

optimization that provide convenient means of describing continuous shapes of structures by 

a small number of variables, and solves the problem of automatic updating of the finite 

element model as the shape is changed during the steps of redesign. Also the techniques are 

of fundamental importance for a suitable CAD-integration of the shape optimization facilities. 

These aspects will be discussed in Section 3.3 of the subsequent chapter and be illustrated via 

examples in Chapter 4. 

As mentioned in Section 2.3, the present approach to design sensitivity analysis implies 

the considerable advantage that the factorization of the global stiffness matrix K performed 

for solution of Eq. (13), can be re-applied when Eq. (14) is solved for the displacement 

design sensitivities iJDliJa i associated with a particular behavioural problem variable of the 

multicriterion problem. For this problem variable and its associated finite element stiffness 

matrix K and displacement vector D, to which our attention will be restricted in the following, 

solution of Eq. (14) is required for each of the design variables ai' i = 1, .. ,/, of the structure. 

However, the total number I of design variables may be large, in particular when ai are taken 

to represent shape variables in the fOIlll-of coordinates of finite element nodes of the 

discretized structure. In shape optimization, it is therefore customary, in each step of redesign, 

to only consider the finite element nodes at the design boundaries as design variables, and to 

only let the coordinates of these nodes be subject to perturbation. This implies that the 

computation of element stiffness matrices at perturbed values of the design variables is limited 

as much as possible. This approach is termed "the design boundary layer techniquel/. 

In order to both further reduce the number of necessary solutions of Eq. (14), and to 

introduce smoothness, which improves the convergence properties of the problem, it is 

advantageous to introduce a comparatively small number, M, of generalized shape design 

variables Am' m = 1, .. ,M, which control the large number of design variables ai' i = 1, .. ,/ 

through a suitable set of shape functions for the design boundary. Hereby, Eq. (14) only needs 

to be solved M times at a given step of redesign. 

Mechanically, we may conceive this as an application of the superposition principle in 

terms of pseudo loads and corresponding design displacement sensitivities governed by the 

linear system, Eq. (14). Thus, instead of solving Eq. (14) separately subject to each pseudo 

load associated with a design variable ai' i = 1, .. ,/, we a priori superpose properly the single 

pseudo loads into a resulting pseudo load that corresponds to the generalized shape design 

variable Am> and then just solve Eq. (14) once for the corresponding displacement design 
sensitivity. 
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The generalized shape design variables Am' m = 1, .. ,M, are scalar parameters that will be 

used to define the positions of master nodes which control the shape of the boundary subject 

to optimization, and thus serve to control the positions of the finite element nodes that are 

located at the design boundary and follow its changes. The master node technique is well

known, see, e.g. Refs. 4, 6, 15, 16 and 33. 

Written in terms of any of the generalized shape design variables Am' m = 1, .. ,M, the 

system level Eq. (14) takes the form 

aF 
+ --, 

aA m 
m=I, .. ,M, (19) 

and we delimit our interest to the global stiffness matrix derivative aK/aAm. 
Although a particular Am may not be related with all aj, for the sake of generality let us 

assume that Am = Am(a1, .. ,a/). Application of the chain rule then yields 

aK / aK aa j 

= L aa l. aAm ' j=l 
m=I, .. ,M, (20) 

with summation over all element nodal point coordinates adopted as design variables 

aj, i = 1, .. ,/. 

Consider now Eq. (15). Here k denotes the element stiffness matrix in global coordinates 

of any of the finite elements of the discretized structure. The possible nodal point coordinates 

of this element which play the role as shape design variables, are denoted by a j' j = 1, .. ,J, 

and generally constitute a small sub-set of the total set of design variables ai' i = 1, .. ,/, of 

the structure. Thus, we may write iJKliJa j in Eq. (20) as 

(21) 

where the prime indicates that the summation is only carried out over those finite elements 

(from among the total number ne) that has one or more of the parameters a j , i = 1, .. ,/, as a 

nodal point coordinate design variable aj' Note that the derivatives iJklaaj to be substituted 

into Eq. (21) will be computed by the finite difference formula (16) when the traditional 

semi-analytical method of sensitivity analysis is used. 

20 Boundary Shape R';.presentation 

In Eq. (20) we now jt;st need to establish the derivatives aa / aA m' Let us do this for the 

general case where we are confronted with a 20 design boundary (surface) of a 3D structural 
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domain. Specialization to the more commonly treated cases of boundary curves for plane 2D 

structural domains is straight-forward. 

Figure 1. Parametrized 2D Design Boundary Surface of 3D Body 

Figure 1 illustrates our 2D design boundary which may be conceived to be a part, or the 

full surface, of a 3D continuum structure. In the former case, the surface could be the design 

boundary of a 3D design element of the structure (see, e.g., Refs. 4, 6, 15-17 and 33 for 

similar 2D design elements). The design boundary is described locally by a set of two non

dimensional curvilinear coordinates 1; and TJ that are embedded in the surface, i.e., a given 

material point of the surface retains the same values of the coordinates I; and TJ indepen

dently of shape changes of the surface. 

The relationship between the local surface coordinates I; and TJ and the global coordinates 

x, y and z of the surface, see Figure 1, is defined by the following interpolation based on 

shape functions Rm(l;, '1), m = 1, .. ,M: 

M 
c = E Rm(l;,ll)' [Co(m)+Amn(m»). 

m=l 

(22) 

Here the vector 

c = {x y z}T (23) 
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contains the set of global coordinates for any point of the design boundary. The vectors 

(m) _ dm) (m) (m»)T 
Co - U o Yo Zo 

m = 1, .. ,M (24) 

refer to M master nodes Sm' m = 1, .. ,M, see Figure 1, which serve to control the shape of the 

design boundary. In Eqs. (24), the vector c~m) contains the global coordinates of the initial 

(or updated) position of the m-th master node Sm' and n(m) is a unit vector in global 

coordinates that represents an individually assigned move direction to the master node Sm' 

Finally, the scalar Am is a generalized shape design variable that represents the movement 

in the direction n(m) of the master node Sm' relative to its initial location given by co(m). 

In the present context of surface modeling, the shape functions Rm in Eq. (22) may 

represent Coons patches, 20 Bezier or B-spline surfaces, or special 20 blending functions 

for the boundary parametrization, depending on the need for accommodation of, e.g., 

particular geometrical or technological constraints, ct. Refs. 4, 6, 15-17 and 33. Use of 

smooth shape functions Rm in Eq. (22) implies imposition of smoothness on the variation of 

the design variables ai' i = 1, .. ,1, and along these lines it should also be noted that, in general, 

the parametrization defined by Eq. (22) implies a considerable reduction of the design space 

for the problem in question. 

Let us associate the set of shape design variables ai' i = 1, .. ,1, with the 20 design 

boundary under study, and assume, for reasons of generality, that the set ai' i = 1, .. ,1, 
comprises all the coordinates x, ' Y, and Z" t = 1, .. , T, of the finite element nodal points 

Q I' t = 1, .. , T, that belong to the design boundary, see Figure 1. Assign now the following 

index values to ai' i = 1, .. ,1, where I =3T: 

a, = x,, aT+I = Y" a2T+I = Z" t = 1, .. ,T. (25) 

From Eqs. (22)-(25) we then easily derive the following expression for the derivatives 

ikl/aA m : 

ikl j ( ) 
= C t R m(1;;, l'Ij) , 

<JAm 
= 1, .. J, I = 3T, m=l, .. ,M, 

n~m) if aj is an x-coordinate 

n;m) if at is a y-coordinate. 

n ~m) if a j is a Z -coordinate 

(26) 

(27) 

Here (~, l'Ij) are the local coordinates of the reference nodal point for aj' and indices of the 
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scalar factors efm> correspond to those assigned to aj in Eq. (25). 

Global Stiffness Matrix Derivative 

Substitute now Eqs. (21) and (26) into Eq. (20) and obtain the following expression 

(28) 

for the derivative of the global stiffness matrix K with respect to the generalized shape design 

variable Am' Here, efm> is given by Eq. (27), and as a consequence of our initial assumption 

regarding the design variables, the summation over i, i = 1, .. ,1, 1 =3T, in Eq. (28) is only over 

the coordinates x,, Y, and z, of the finite element nodes Q" t=I, .. ,T, that belong to the 

design boundary. If some of these coordinates are not design variables, they are not included 

in the summation. 

Note finally from Eq. (28) that the same set of element stiffness matrix derivatives ak/iJaj 

computed for the finite element nodes at the design boundary, is used for computation of the 

global stiffness matrix derivatives with respect to any of the generalized design variables 

Am' m = 1, .. ,M. 

Sensitivities of Stresses with Respect to Generalized Shape Design Variables 

Differentiation of Eq. (17) for the stress vector 0' of a particular finite element with respect 

to a generalized shape design variable Am' m = 1, .. ,M, yields 

au [ad aB 1 -- = E B --+-- d , 
dAm dAm dAm 

(29) 

where the element nodal displacement sensitivities ad/dAm are selected from among the 

displacement design sensitivities aD/dAm obtained by solution of Eq. (19) with iJK/dAm 
given by Eq. (28). Similarly, d is obtained from the solution D of the global equilibrium 

equations, Eq. (13). 

Consider then the derivative aB/dA m of the element strain-displacement matrix Bin Eq. 

(29). Application of the chain rule yields 

m = 1, .. ,M (30) 

Now, if we, as assumed earlier, only consider the shape design variables ai' i = 1, .. ,1, to 

represent coordinates of the finite element nodes Q I' t = 1, .. , T, that belong to the design 
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boundary and are governed by Eqs. (22), (23) and (25) - in other words - if we apply a 

design boundary layer technique, where all other finite element nodal points are held fixed 

during the sensitivity analysis, then the derivative aBlaA m in Eqs. (30) and (29) will only be 

non-zero for finite elements in the "boundary layer", i.e. elements that have nodal points at 

the design boundary. Moreover, since B is independent of all other design variables 

aj' i = 1, .. ,1, than those associated with the particular finite element, i.e., aj' j = 1, .. ,1, we can 

write 

L..i for elements in the "boundary layer" i--. laB _aaj 1 
j=l aaj aAm 

m = 1, .. ,M, (31) 

o for all other elements 

where the derivatives aa/aAm are obtained from Eqs. (26) and (27). The prime in Eq. (31) 

indicates that the summation is only carried out over those shape design variables aj of the 

finite element that are associated with a nodal point at the design boundary, and the 

derivatives aBlaaj entering the summation in Eq. (31) may be simply computed by the 

forward finite difference formula tlBI!!.aj = (B(aj+!!.a)-B(aj»)/!!.a j . 

2.6 Optimization of Sizing and Configuration of Truss Structures 

A capability has been developed for optimization of 2-D and 3-D truss structures under 

selfweight and multiple loading conditions, using cross-sectional areas of bars and positions 

of joints as design variables. The system is called SCOTS (Sizing and Configuration 

Optimization of Truss Structures). The development is inspired by Pedersen (Refs. 34-36). 

In the current setting, weight minimization is the design objective, and constraints include 

stresses, displacements, and elastic as well as plastic buckling of bars in compression. 

The mathematical programming formulation is: 

1 

Minimize L pjA j € j 

A;,x/c j=l 

Subject to 
a· _I_:s: 1,. 

a)'1 
1 

Id.1 
_J :s: 1, 
dj 

a· 
_I :S 1, 
a.c 

1 

j = 1, .. ,J 

~ :s: Aj :S Aj , i = 1, .. ,/ 

(32) 

1, .. ,/ (33a,b) 

(34) 

~k :S xk :S xk ' k = 1, .. ,K (3Sa,b) 
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(36a) 

for (36b) 

Here, A j, ej, Pj and Ej denote cross-sectional area, length, specific weight and Young's 

modulus for the i-th bar of the truss. The design variables of the problem, see Eq. (32), are 

Aj and xk' where the latter symbol represents an element of the total set of variable 

components of position vectors of joints in the structure. Eqs. (35a,b) are side constraints for 

the design variables. For simplicity in notation, the remaining constraints are written for a 

single load case. Eqs. (34) are constraints that may be specified for any displacement 

component for the joints of the truss. 

Bar stresses are denoted by OJ and Eqs. (33a,b) express constraints for tensile and 

compressive stresses, respectively. In (33a), or represents the yield stress or some other 

specified upper stress limit. When buckling constraints are considered, the lower limit -at 
for compressive stresses is design dependent and given by Eq. (36a) or (36b), respectively, 

where the former represents dimensioning against Euler Buckling, and the latter plastic 

buckling on the basis of Ostenfeld's formula. In Eq. (36a,b), we have a/ :: r/IA j, where rj 

is the radius of inertia of the bar cross-section, Sj the factor of safety against buckling, and 

arc (>0) the compressive yield stress of the i-th bar. In the literature on optimization of 

trusses, it is often the case that yielding rather than buckling constraints are considered for 

compressive bars. This somewhat academic simplification is obtained, if we set at :: -0('. 
Solution of the mathematical program (Eqs. 32-36) is based on a finite element 

formulation (the state equations are omitted here for reasons of brevity), and analytical 

sensitivity analyses. An example is presented in Section 2.7. 

2.7 Topology Optimization 

The software system possesses the capability of determining the optimum topology of 

mechanical structures and components by means of a remarkable method recently developed 

by Bends0e and Kikuchi, Ref. 37, in which the structure is considered as a domain of space 

with a high density of material, see also Bends0e (Ref. 38). 

The problem of topology optimization is basically one of discrete optimization, but this 
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difficulty is avoided by introducing relationships between stiffness components and density, 

based on physical modeling of porous, periodic microstructures whose orientation and density 

are described by continuous variables over the admissible design domain. The solution of this 

problem is based on a finite element discretization of the admissible domain, and the optimum 

values of the design variables (density and orientation of the microstructures) are determined 

iteratively via an optimality criterion approach. 

More precisely, for the topology optimization we minimize compliance for a fixed, given 

volume of material, and use a density of material as the design variable. The density of 

material and the effective material properties related to the density is controlled via geometric 

variables which govern the material with microstructure that is constructed in order to relate 

correctly material density with effective material property. 

The problem is thus formulated as: 

Minimize L(w) 

Subject to aD(w,v) = L(v) v v E H (37) 

Volume :s V 

where 

L(v) = f B.v·dQ + f T.v.df JQ I I Jr I I 
(38) 

(39) 

Here, Bj and Tj are the body forces and surface tractions, respectively, and £jj denote 

linearized strains. H is the set of kinematically admissible displacements. The problem is 

defined on a fixed reference domain Q and the components of the tensor of elasticity Ejjkl 

depend on the design variables used. For a so-called second rank layering constructed as in 

Figure 2, we have a relation 

(40) 

where p and y denote the densities of the layering and () is the rotation angle of the layering. 

The relation (40) can be computed analytically (see Ref. 38) and for the volume we have 

(41) 
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MICRO-SCALE 1 

MICRO-SCALE 2 

Figure 2. Construction of a Layering of Second Rank 

( A) ( B ) 

Figure 3. (A): Periodic Microstructure with Square Holes Rotated the Angle 8. 

(B): Square Cell with a Square Hole 

Layered materials is just one possible choice of microstructure that can be applied. The 

important feature is to choose a microstructure that allows density of material to cover the 

complete range of values from zero (void) to one (solid), and that this microstructure is 

periodic so that effective properties can be computed (numerically) through homogenization 

(theory of cells). This excludes circular holes in square cells, while square or rectangular 

holes in square cells, see Figure 3, are suitable choices of simple microstructures. For the case 

of a rectangular hole in a square cell, the volume is also given by Eq. (41), with f.l and y 

denoting the amount of material used in the directions of axes of the cell and hole; for this 

microstructure the angle () of rotation of the unit cell becomes a design variable. 

The optimization problem can now be solved either by optimality criteria methods as in 

Ref. 38 or by duality methods (Ref. 22), where advantage is taken of the fact that the problem 

has just one constraint. The angle () of layer or cell rotation is controlled via the results on 

optimum rotation of orthotropic materials as presented by Pedersen in Refs. 39, 40, and in 

these proceedings. The reader is referred to Refs. 41-46 for very recent publications on 

topology optimization. 

As stated above, the optimum topology is determined from the condition of minimum 

compliance subject to a bound on the total structural volume. Shape and sizing optimization 
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systems, on the other hand, must be able to handle a much larger variety of formulations of 

which stress and volume minimizations are the most fre9uent. However, in spite of the 

incompatible formulations, compliance optimized topologies tend to perform well also from 

a stress minimization point of view. This is due to the fact that a relatively high amount of . 
energy is stored in possible areas of stress concentration which then become undesirable also 

in the compliance minimization. The initial topology optimization can therefore in many cases 

lead to substantial improvements of the final result even though the actual aim is to perform 

an optimization of a different type. 

The topology optimization thus results in a prediction of the structural type and overall 

lay-out, and gives a rough description of the shape of outer as well as inner boundaries of 

the structure. This motivates an integration of topology and design optimization, see, e.g., 

Refs. 15-18 and 43-46. In order to gain the full advantage of these design tools, it is 

necessary that they be integrated and implemented in a flexible, user-friendly, interactive 

CAD environment with extensive computer graphics facilities. This type of integration will 

be discussed in Chapter 3. 

Depending on the amount of material available, the generated topology will basically either 

define the rough shape of a two-dimensional structural domain, possibly with macroscopic 

interior holes (which shape optimization procedures cannot create), or the skeleton of a truss

or beam-like structure with slender members. The main idea is that the optimum topology 

can be used as a basis for procedures of refined shape optimization by means of boundary 

variations techniques as discussed in Section 3.4 and exemplified in Section 4.3, or as a basis 

for optimization of truss member sizes and positions of joints by means of sizing optimization 

techniques as presented in Section 2.6. 

An example of using topology optimization as a preprocessor for subsequent refined sizing 

and configuration optimization of a truss structure will be presented here. 

Figure 4. Solution of Topology Optimization Problem 
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Figure 5. Truss Interpretation of Result in Figure 4 with Bar Areas Determined by Sizing for 

Fixed Positions of Joints 

Figure 6. The Result when both Bar Cross-sectional Areas and Positions of Unrestrained 

Joints are used as Design Variables 
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Figure 4 presents the result of optimizing the topology of a structure within the rectangular 

design domain shown in the figure. The structure is required to carry a vertical load P, see 

Figure 4, and is offered support (displacement constraint) along the two hatched parts of the 

left hand side of the design domain. The domain is subdivided into 2610 finite elements, and 

the prescribed solid volume fraction is 16%. 

The result is interpreted as a truss with the number and positions of joints shown in Figure 

5. This figure also indicates the individual areas of the bars after a sizing optimization (weight 

minimization) subject to fixed positions of the nodal points and with the value of the 

compliance constrained to be equal ~o that obtained by the topology optimization. 

Figure 6 shows the result of minimizing the weight at the same compliance value, but 

using both the bar cross-sectional areas and joint positions as design variables (only the 

horizontal movement of the load carrying joint and the downward movement of the lower

most joint are restrained). We now obtain a slightly different configuration and distribution 

of bar areas relative to the result in Figure 5, but the optimum weight/compliance ratio is very 

close to that obtained by the initial topology optimization (Figure 4). 

2.8 Optimization of Fiber Composites 

A capability for optimization of fiber composites developed by Thomsen, Ref. 47, is being 

integrated into the design system. The development pertains to optimization of linearly elastic 

fiber reinforced composite discs and laminates in plane stress, with variable local orientation 

and concentration of two mutually orthogonal fiber fields embedded in the matrix material. 

The thickness and the domain of the discs or laminates are assumed to be given, together with 

prescribed geometric boundary conditions and in-plane loading. 

The problem consists in determining throughout the structural domain the optimum 

orientations and concentrations of the fiber fields in such a way as to maximize the integral 

stiffness (minimize the compliance) of the composite disc or laminate under the given loading. 

The optimization is performed subject to a prescribed bound on the total cost or weight of the 

composite that for given unit cost factors or specific weights determines the amounts of fiber 

and matrix materials in the structure. 

The mathematical formulation of the problem is identical to that of the topology 

optimization problem, i.e. Eqs. (37)-(41), except for that the expression for the variable tensor 

of elasticity Eijk1 is different, and that a generalized form of the cost function in (41) is 

adopted. 
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Figure 7. Example Problem 
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Figure 8. Optimum Distribution and Orientation of Fibers 

As an example, consider a rectangular composite disc as indicated in Figure 7. The disc 

has one of its sides fixed against displacements in both the X and Y directions while the 

opposite side is subjected to a parabolically distributed shear loading as indicated in the 

figure. 

The result of maximizing the integral stiffness of the disc for given total amounts of the 

fiber and matrix materials is shown in Figure 8. Here, the direction and density of the 

hatching (which is shown on top of the applied finite element mesh) illustrate the fiber 

orientation and concentration, respectively. As is to be expected, the solution contains no fiber 

reinforcement in lowly stressed sub-domains, only one-way fibers in sub-domains with 

dominance of a single principal stress component, and a cross-ply fiber arrangement in sub

domains with dominance of shear (i.e., two large principal stresses of opposite signs). 
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3 Integration of Optimum Design Facilities into a CAD Environment 

This chapter presents a set of strategies and methods for integration of optimum design 

facilities into a traditional Computer Aided Design (CAD) system. The strategy of the work 

is to solve the optimum design problem using two parallel but completely distinct descriptions 

of the geometry: the design model and the analysis model. Furthermore, we seek to achieve 

full geometric versatility of these models independently of the CAD system's data structure, 

thus allowing for the integration with several different CAD systems. 

The basic ideas of the method are presented and the capabilities of the prototype system 

CAOS and the more general system ODESSY are demonstrated. 

3.1 Basic Ideas and Requirements 

The basic idea of integrating optimum design facilities into a CAD environment is that in 

order to set optimization and rational design facilities at the disposal of the designer, they 

must be integrated parts of the concurrent engineering design environment. 

In the design phase, the technology of Computer Aided Design (CAD) has gained a large 

influence in mechanical and construction engineering, so the designer is very familiar with 

this highly developed graphical user interface. From the designer's point of view it would be 

preferable to be able to perform all stages of design in this environment instead of having to 

transfer the geometrical information from the CAD environment to another Computer Aided 

Engineering (CAE) application. 

The CAD technology has already been through a rapid development, but the systems of 

today are still considered as being only the first generation of a long row of increasingly 

integrated systems handling all stages of design and interfacing with Computer Integrated 

Manufacturing (CIM) systems. That is a major advantage as optimized designs often involve 

some rather complex geometries, calling for the use of numerically controlled machines. 

These CAD systems to come will offer an integrated environment for design, analysis, and 

manufacture of products of almost any character. Thus, future CAD systems will possibly be 

regarded as simply databases for geometrical information equipped with a number of tools 

with the purpose of helping the user in the design process. Among these tools will be 

facilities for structural analysis, sensitivity analysis and optimization as well as standard CAD 

features like drawing, modeling and visualization tools. 

In short, the designer will be able to perform analysis and redesign of an initial geometry 

directly in the CAD environment where that geometry was originally defined. 

In the case of mere analysis, this problem is close to having found its solution in 

traditional CAD systems expanding into the field of Computer Aided Engineering and by 
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traditional Computer Aided Engineering systems being equipped with geometrical modeling 

facilities. 

For optimization and redesign, however, the problems are much more involved because 

the designer will specify ways and limits of possible redesigns which the geometrical model 

and the analysis model must be able to cope with. The space of possible redesigns is bounded 

not only by mathematically well-defined criteria like "maximum stress" or "minimum 

stiffness" but also by considerations pertaining to the functionality and manufacturability of 

the final design. The system must allow for such constraints to be specified and maintained 

concurrently during the redesign process, and this requirement further amplifies the need for 

a highly developed CAD-type user interface. 

The state of the art of structural optimization is that a large amount of mathematical 

techniques is available for the solution of single problems. By implementing collections of 

the available techniques into general software systems, operational environments for structural 

optimization have been created. The forthcoming years must bring solutions to the problem 

of integrating such systems into more general concurrent engineering design environments. 

The result of this work should be CAD systems for rational design in which structural 

optimization is one important design tool among many others, and this chapter presents our 

strategies and methods for solving this integration problem. 

3.2 The Structural Optimization System CAOS 

A CAD based structural optimization system called CAOS (Computer Aided Optimization 

System) has been developed at the Institute of Mechanical Engineering, Aalborg University, 

Denmark, see Refs. 15-18. The purpose of this development has been to provide a basis for 

experiments with various solutions to the CAD integration problems outlined in the preceding 

section as well as to develop a framework where a number of different techniques for 

structural optimization can be investigated. 

The main features of CAOS are: 

The commercial CAD system AutoCAD is used as the basis. 

The CAOS system concept is independent of the AutoCAD data structure. 

It is a fully operational shape design system. 

It has topology optimization facilities due to the integration with the HOMOPT 

system developed by Bends0e and Kikuchi. 

It uses finite element modules for the structural analysis. 

It uses semi-analytical sensitivity analysis (see Section 2.3). 
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It uses a bound formulation to formulate the multicriterion optimization problem (see 

Section 2.2). 

It uses mathematical programming techniques to solve the optimization problem. 

The above mentioned features of CADS are also contained in the more general design 

system DDESSY, which is our new optimization system based on the experiences gained 

from the development and use of CADS. The DDESSY system will be described in Section 

3.5. 

CADS has been under constant development over a period of four years and it contains 

the following features of CAD integrated shape optimization: 

1. Due to the versatility of the bound formulation and the concept of problem variables, 

see Sections 2.1 and 2.2, there is a large number of possible formulations of the 

shape optimization problem. Dne may choose to minimize weight, stress, compliance, 

displacement or any other property that can be derived from the geometrical model 

or the output from an analysis program which in our case is a finite element code. 

The same set of possibilities is available for specification of constraints. Mathemati

cally, these different formulations lead to very different optimization problems. 

CAD definition 
of circle: 

Preferable definition 
of circle: 

The circle can be defined as 
a circle or as curves controlled 
by some control points (master 
nodes). 
The curves can be b-splines. 
Bezier curves. natural splines. 
etc. 

Figure 9. Definition of Circle 

2. In order to use a mathematical programming technique to solve the problem, the 

continuous shape of the geometry must be described by a finite, preferably small, 
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number of generalized design variables as discussed in Section 2.5. This problem is 

closely connected with the data structure of the CAD system which is usually not 

flexible enough to allow for the shape changes required by the optimization module, 

as CAD systems seek to store the information at the "highest possible level" in order 

to minimize the amount of data. For instance, in a CAD system, a circle is defined 

uniquely by its radius and the coordinates of its center point. In connection with a 

general optimization system, this data storage scheme has a serious drawback: the 

circle is bound to remain a circle. It cannot with this data structure be turned into 

another curve type. Thus, the interface to the optimization system must provide for 

a conversion of CAD data into a form more convenient for shape optimization. The 

circle example is shown in Figure 9. 

3. Dimensions and shapes that are crucial to the functionality or fabrication can be 

maintained during the shape optimization process. 

4. The initial CAD model of the structure can be converted into an analysis model, eg., 

a finite element model, whose mesh must conform to the changes of the geometry 

as the optimization process progresses. It is not acceptable for each iteration to call 

upon the designer to perform a new mesh generation manually. On the other hand, 

automatic redefinitions of the mesh must constantly take into consideration the 

intentions that were laid into the initial mesh generation. For instance, local 

concentrations of node points in areas of expected high stress gradients must be pre

served. 

5. As of yet there is no standard that covers the data structures of all commercially 

available CAD systems. CAD system data structures are usually very complicated 

due to the nature of the geometrical entities that they manipulate. So even with 

access to the source code, it would be a difficult task to analyze the way of operation 

of such a system and perform an integration of optimization facilities. Furthermore, 

we did not aim at linking the optimization system with any particular CAD system. 

In that case, the success of the optimization system would depend on the success of 

the CAD system, which may be extinct by the time the optimization system is ready 

to use. We di:sired to develop a system concept which is independent of the 

AutoCAD data structure, and the techniques used in CAOS can therefore be applied 

in connection with most other CAD systems as well. 

6. The geometrical information is automatically updated and interchanged during and 

after the optimization process. 
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3.3 Design Model and Analysis Model 

CAOS is based on the important distinction between design model and analysis model. The 

design model is a variable description of the shape of the structure and it is closely connected 

with the CAD model and totally distinct from the finite element model that is used for the 

analysis. The design model consists of so-called design elements as presented by Braibant 

& Fleury in Ref. 4. 

In the early days of structural shape optimization system design, attempts were made to 

use the finite element model directly as the design model, Le., to use the node coordinates as 

design variables (see, e.g., Rodrigues, Ref. 40). It turns out that this method has at least four 

serious drawbacks: 

1. The number of design variables can become very large. 

2. It is difficult to ensure compatibility and slope continuity between boundary nodes. 

3. It is difficult to maintain an adequate finite element mesh during the optimization 

process. 

4. The structural shape sensitivities might not be accurate unless high order finite 

element types are used. 

These results. were known when the development of CAOS was initiated, and our 

investigations have indicated that the concept of design elements provides an acceptable 

answer to most of the problems mentioned above. The approach used in CAOS is based on 

a sub-division of the geometry into a number of topologically quadrilateral design elements 

in case of a 2D structure, and topologically hexahedral design elements in case of a 3D 

structure. These design elements have a number of attractive features: 

1. Design elements lend themselves to a very easy mesh generation with quadrilateral 

and hexahedral shaped finite elements. A number of randomly placed nodes on the 

boundaries is the only input needed for a complete mesh generation within the design 

element. Thus. automatic generation of an analysis model based on the current shape 

of the design model is achieved. Two examples of this are shown in Figures 10 and 

11. 

The method used for creating the finite element mesh is an isoparametric mapping 

technique as illustrated in Figure 12. 
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Figure 10. 20 Model of a Mechanical Component 

Figure 11. 3D Model of the Mechanical Component shown in Figure 10 
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Figure 12. Isoparametric Mapping Technique in 20 and 3D 
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2. The boundaries of the design elements can be curves of almost any character, i.e., 

piecewise straight lines, arcs, b-splines with specified degree of continuity, bezier 

curves, etc. It is therefore very simple to generate relatively complicated geometries 

with a small number of design elements. Furthermore, geometrical requirements to 

the final shape are easily specified by assigning specific curve types to the 

boundaries in question. 

3. The shapes of the boundaries are con

trolled by a number of master nodes, cf. 

Section 2.5. In case of defining a shape 

optimization problem, this creates an 

evident connection between the genera

lized design variables (the movements of 

the master nodes) and the shape of the 

geometry. The direction and size of the 

movement of each master node is 

constrained to follow some predefined 

move directions specified by the desig

ner (see Section 2.5). This gives the 

designer further possibility to control the 

\ \ 
, 

Figure 13. Variable Design Model 

outcome of the optimization process in order to meet functional or fabricational 

requirements. The finite element analysis model is automatically updated as the 

modified positions of the master nodes produce improved geometries. A variable 

model of the component shown in Figure 10 can be seen in Figure 13, where the 

arrows represent the move directions. 

4. With the drawing aids of the CAD system it is very easy to draw the design ele

ments in a separate drawing layer on top of the original drawing. 

5. Design elements provide a way of liberating the geometrical description from the 

data structure of the CAD system as illustrated by the circle example in Figure 9. 

6. Full geometric versatility of the design model is achieved. Through changes of the 

boundary shapes, design elements have the capability to represent several different 

shapes with the same element configuration. 

The connection between the CAD system and the optimization system is as follows: 

Design elements are drawn on top of the original geometry. This is performed with a number 
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of predefined geometrical entities (named "blocks" in most systems). These entities have at

tributes assigned to them. Attributes are variable numbers or text strings that describe the 

entity. This is a very common facility which is normally used to store prices, types, 

dimensions, etc., of standard components on a drawing. The CAD system automatically scans 

the drawing for attributes of a given type and generates a text file containing the data. In this 

particular case, the attributes describe curve types, number of finite element nodes, state 

variables etc.; in other words, all the specifications necessary to define an optimization 

problem. 

When the definition of the optimization problem is completed, the system automatically 

generates a number of text files containing the information. Based on these files, the 

optimization system generates its own copy of the geometry and starts optimizing. The actual 

optimization is solely based on these text files and is therefore independent of the CAD 

system data structure. In a multi-tasking environment the optimization process can be started 

in the background while the designer continues working with the CAD-system. 

3.4 Integration of Shape and Topology Optimization 

The design models of CADS can be subjected to either shape or topology optimization. 

The optimization process is initiated by inserting the necessary specifications, ie., master 

nodes, curve types, design element definitions, loads, boundary conditions etc., into the CAD 

model. This is all done interactively using the drawing and visualization facilities already 

available in the CAD system. This also means that the specifications can be erased, moved, 

redefined or otherwise modified as any other entity in the CAD model. 

In the case of a shape optimization problem the generalized design variables identify the 

movements of the master nodes as mentioned earlier, and the designer defines a variable 

design model by assigning move directions with prescribed upper and lower limits on the 

allowable movement, to the variable master nodes. The outcome of the shape optimization 

process can be controlled by the designer in three ways: 

Design boundaries with a predefined function can be forced to take on a certain 

shape as, e.g., an arch or a piecewise straight line. 

If the designer desires a boundary to locally or globally maintain its shape, one or 

several of the master nodes can be fixed. This is accomplished simply by not 

assigning the particular master node any design variables. 

The move directions can be joined together, i.e., linked, in order to fulfil specific 

symmetry or shape requirements. 
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When the variable design model has been defined in the CAD environment, a number of 

simple text files specifying the optimization problem are generated, and from these files the 

optimization system generates a finite element analysis modeL Then the shape optimization 

is performed automatically by using the semi-analytical sensitivity analysis as outlined in 

Section 2.5, the bound formulation for the definition of the mathematical programming 

problem (see Section 2.2) and the SIMPLEX algorithm as an optimizer. 

The topology optimization is performed by the HOMOPT system developed by Bends0e 

and Kikuchi, Ref. 37, which represents an important break-through in structural optimization. 

As discussed in Section 2.7, the topology optimization minimizes the compliance of the 

structure subject to an upper bound on the available volume, and HOMOPT works directly 

on the finite element analysis model generated by CAOS. Furthermore, CAOS has been 

equipped with facilities for visualization of the optimized topologies that come out of 

HOMOPT. The examples in Section 2.7 and in Section 4.3 show how the user, dependent on 

whether the resulting topology is a skeleton-like or continuum-like structure, can continue 

with refined sizing or shape optimization. This way, the topology optimization can be used 

as a preprocessor for subsequent sizing or shape optimization. For further information on the 

homogenization method, the reader is referred to Bends0e, Ref. 38, and to Refs. 41-46. 

3.5 Fully Parametrical Design Model (the ODESSY System) 

The design model of CAOS was much inspired by the works of Braibant & Fleury and others 

(Refs. 3-8) and reflected the desire to perform shape optimization using a mathematical 

programming algorithm. Thus, the method of controlling shape by the use of master nodes 

as discussed in Section 2.5, solves the problem of parametrizing the geometry for general 

shape optimization. 

In practical design, shapes of the final products are very often limited by the interaction 

of the component in question with its surroundings and/or by fabricational considerations. 

Modem solid modeling systems reflect this situation by allowing the user to build models 

from predefined simple geometrical shapes like boxes, cylinders, cones, etc., as well as more 

freely shaped volumes. Thus, in order to integrate optimization facilities with contemporary 

modeling systems, we need to provide a design model that enables description of the 

geometry by the same simple parameters as used by the CAD system, i.e., radii, heights, 

angles of rotation, etc. Furthermore, the design model must be so well-constructed and self

contained that changes of the parameters of the model will automatically lead to a full update 

of all entities depending on the parameter in question. 

The Optimum Design System (ODESSy) is a new development founded on the 

experiences of CAOS but with a more general design model allowing for precisely the type 
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of geometrical description explained above. The following is a short description of the data 

structure underlying the geometrical description within ODESSY. 

The design model of ODESSY is built in a strictly hierarchical way inspired by solid 

modeling techniques. Data is separated into three levels depending on complexity: 

Level 0 is the "ground" level. This level contains geometrical entities which are 

independent of other entities in the model. This would typically be points, vectors and scalar 

numbers. In CAOS, master nodes would be level 0 entities. Level 0 is characterized by the 

property that it is the only level containing real numbers. 

Levell contains entities which depend only on level 0 information. The boundary curves 

of CAOS are a typical example. Their shapes are defined solely by the position of the master 

nodes. This level could contain 

- circles 

- curves 

- boxes 

- tetrahedrons 

- cylinders 

- cones 

- etc. 

The actual shapes of all entities in level 1 are defined by pointers to level 0 information. 

Level 1 thus consists only of integer values. 

The expansion of geometrical facilities 

from the curves of CAOS to the set of geo

metrical entities of level 1 represents a 

drastic improvement of the modeling capa-
bilities of the system. However, for practical - _._._.£_._._.- -

purposes, it is very often necessary to be 

able to define geometries by boolean opera-

tions between predefined, so-called primi

tives like the entities mentioned above. For 

instance, the union of two cylinders as 

shown in Figure 14 contains an intersection 

curve that depends on the dimensions and 

relative positions of the two cylinders. Thus, 

if the dimensions of the cylinders are used 

directly as design variables, we cannot 

model the intersection curve independently. 

Figure 14. Fusion of Two Cylinders 
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For purposes like this we need a Level 2 which is reserved for more complex entities 

resulting from interaction between other entities. 

The parametrization of the geometry is obtained through the subdivision of the information 

into these three levels. We simply control the geometry by modifying the entities of level O. 

Because of the hierarchical construction of the model, modifications of level 0 entities 

automatically lead to corresponding changes in levels 1 and 2. 

In order to improve the possibility of limiting the design space, data in level 0 are 

controlled by the use of so-called modifiers. CAOS, for instance, contains only one type of 

modifier, namely the move directions which may also be thought of as translation 

transformations. Other possible modifiers may be point scaling, line scaling, and rotation. This 

way, level 0 entities may be subjected to one or several transformations thus controlling the 

overall design. The design variables of the problem will then simply be the amount of 

transformation, i.e. the rotation angie or the scale factor. 

In this framework, the 

move directions of the 

CAOS system are realized 

as translation modifiers 

coupled with generalized 

design variables which 

specify the magnitude of 

the translation. Each mas

ter node is level 0 infor

this boundary Is modelled by CI quadratic 
b-spline having five master nodes 

move direction assigned to 
moster node 

100 t.APa 

mation, and the entire ge- Figure 15. ODESSY Definition of the Well-known Fillet 
Problem 

ometry therefore changes 

with relocation of the 

master nodes. 

3.6 Mesh Generation 

The mapping mesh generation method of CAOS forced the user into subdividing the geometry 

into quadrangular design elements. For most geometries this is not a disadvantage, but in 

some cases, mainly in connection with overall triangular shapes, it may cause problems. This 

is illustrated by the example shown in Figure 16, where the mechanical component from 

Figure 10 has been shape optimized. 
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Figure 16. Possible Result of Shape Optimization 

It is seen in Figure 16 that some of the finite elements are very distorted and nearly 

twisted. For example, design element no. 3 is not well-suited for isoparametric mapping mesh 

generation with quadrangular finite elements. 

Thus, ODESSY has also been equipped with a so-called free mesh algorithm, which 

generates a mesh with triangular finite elements. An advantage of the free mesh generation 

is that it allows for greater geometrical changes of the design model than does the mapping 

mesh generation. Figure 17 shows the same optimized component when either all elements 

are generated by the free mesh algorithm (left) or both triangular and quadrangular elements 

have been used (right). The quality of the finite element mesh is maintained during the 

redesign process when this algorithm is used. 

Figure 17. Optimized Design when the Free Mesh Algorithm has been used 

The free mesh algorithm allows for automatic mesh generation of any simply connected 

domain described by a set of boundaries. Therefore, instead of using six design elements for 
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the design model description of the mechanical component, only one is necessary if we use 

the free mesh algorithm as shown in Figure 18. 

Figure 18. Possible Design Element Configuration and Final Design when the Free Mesh 
Algorithm is used 

The free mesh facilities are currently only available in 20, but a 3D extension is being 

developed. 

4 Examples 

The following examples are extracts from Ref. 17 which contains descriptions of a number 

of problems solved with CAOS. The examples are all practical real-life problems. 

The optimization of the subproblem at each iteration is performed by sequential linear 

programming (SLP) based on a SIMPLEX subroutine. Other more sophisticated optimizers 

have previously been used, but extensive tests have shown that SLP provides stable results 

for all problems if a proper move-limit strategy is employed. The examples presented here 

have all been subjected to an initial move-limit of 10% of the range of each design variable 

in the first three iterations. In subsequent iterations, the move-limit is adjusted according to 

the iteration history for each variable such that oscillating behavior leads to a tightening of 

the move-limit and stable convergence gives more slack to the variable in question. This 

strategy has worked for all problems and there has been no attempt to evaluate the optimum 

initial move-limit or alternative adjustment strategies for particular problems. 

The problems are presented by means of figures which are in most cases direct hardcopies 

of the screen when working with the system. These figures should give a feeling of working 

with the system. In particular, the system's way of depicting boundary conditions and loads 

require a little explanation. When fixing or loading a boundary segment, CAOS draws 
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corresponding icons at the two end points of the segment even though the condition actually 

applies to all points between the two end points as shown in Figure 19. 

This this 
actually means 

Figure 19. Icons Representing Boundary Conditions and Loads and Their Interpretation 

The result of optimization is in most cases presented by drawings of the finite element 

models andlor stress fields for the initial and final designs, together with iteration histories 

for design criteria and constraints. The actual values of the design variables and sensitivities 

at each iteration constitute too much information to be presented here. All stress fields, finite 

element geometries and other results shown in this article are produced by the CAOS 

postprocessor, CAOSPOST. Unfortunately, the reproducible black and white pictures 

presented here are not doing justice to the colourful plots which CAOSPOST can produce on 

the screen or a plotter. 

4.1 Turbine Wheel 

In this example we seek to optimize the shape of the turbine wheel in Figure 20. The wheel 

is a part of a turbocharger. 

Two different formulations of the problem are attempted: 

Minimize the mass moment of inertia 

Subject to an upper bound on the von Mises stress of 524 MPa. 

Minimize the volume 

Subject to an upper bound on the von Mises stress of 524 MPa. 
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Figure 21 shows a section in the turbine wheel with 

the initial dimensions. 

The fast rotation of the wheel calls for inclusion of 

the volume centrifugal forces in the problem. CADS 

performs this calculation automatically and takes the 

change of forces with changing geometry into account 

in the solution of the problem. 

We consider only the shape of the turbine wheel 

itself and therefore replace the blades by a uniformly 

distributed load on the outer boundary of the wheel. 

This load is an approximation of the centrifugal forces 

from the blades. 

29111 rod/sec 

Ct) 
0181 

0166 

el33 

1---
1,,-. 300'C 

oxls of revolution 

Figure 21. Dimensions of Original Turbine Wheel 

Figure 20. Turbine Wheel 

Furthermore the turbine wheel is influenced by temperatures (also shown in Figure 21). 

These temperatures derive from the hot exhaust gas which drives the wheel. Part of the 

boundary is subjected to a convection condition, which also is due to the exhaust gas. At 

these boundaries the environmental temperature is specified to 455°C and the convection 

coefficient to 0.0005 W/(mm2·K). 
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The problem has a complex character, because the stresses depend on the design, the 

temperatures and the forces, which again depend on the design. 

The data for the original turbine 

wheel are as follows: 

Angular velocity: 

w = 2961 rad/sec. (= 28275 rev/min) 

Density: 

p = 7.75'10-6 Kg/mm3. 

Young's modulus: 

E = 180000 MPa. 

Poisson's ratio: 

v = 0.3. 

Thermal expansion coefficient: 

a = 1.2'10-5 K-1. 

Thermal conductivity coefficient: 

Figure 22. AutoCAD Definition of the Problem 

Figure 23. Finite Element Mesh of Original Turbine 
Wheel 

k = 0.027 WI(K'mm). r-------------- ""'" 

Mass moment of inertia: 

13.41'103 kg'mm1 

Volume: 

451.9'103 mm3 

Maximum von Mises 

stress: 

806 MPa 

The analysis of the 

initial geometry reveals 

that the stress constraint is 

~-------------------------------~ 

N_= """;;';LO 
T~: Ou.r All 
Load c ...... : .1 
Ibci.l S""', El~, 

Kin: 573.000.1 
H_: 720 . 0:3.30 

S"~.OOOI 

393.1462 
6.17 . Z923 

~ :~~:~:: ---~83, 7307 
7~.97i&9 

728.0230 

o 
Figure 24. Temperature Field in Original Turbine Wheel 

violated by 54%. The initial temperature and stress fields are shown in Figures 24 and 25. 

The initial geometry is unnecessarily complicated as a basis for the shape optimization 
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process, and we therefore 

define a new model for 

this purpose as shown in 

Figure 26. This model 

consists of 432 4-node 

isoparametric elements for 

axial symmetry. 

The iteration histories 

for mass moment of iner

tia and volume are shown 

in Figures 27 and 28, 

respectively. The final 

finite element mesh, tem

perature and stress fields 

in the case of mass mo

ment of inertia minimiza

tion are illustrated in 

Figures 29, 31, and 32. 

In the case of minimi

zation of mass moment of 

inertia, the final data are 

the following: 

Mass moment of inertia: 
11.74'103 kg'mm1 

Maximum von Mises stress: 

524 MPa 
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eRO. 
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o 
Figure 25. Stress Field in Original Turbine Wheel 

Figure 26. AutoCAD Definition of the Problem 

In the case of volume minimization the following result is achieved: 

Volume: 

454'103 mm3 

Maximum von Mises stress: 

524 MPa 
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lIa •• moment ot Inertia [1000 kcmm') Yon lIiH. It .... [IIPe) 
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Figure 27. Iteration History in the Case of Minimization of 
Mass Moment of Inertia 
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Figure 28. Iteration History in the Case of Minimization of 
Volume 

Na .... 
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"""I Syn. EI"ftI 

'---__ D 
Figure 29. Final Finite Element Geometry in the 

Case of Minimization of Mass Moment of 
Inertia 
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The geometric results in the two cases are very similar. Figure 30 shows a comparison with 

the volume optimized geometry shown by dotted lines . 

..... 

Figure 30. Comparison of Final Geometries. 

OAO' 
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TEI'tPEAnTUREI! 

Hln: 573.000a 
"a)(: '720.0377 

Cl 
573.0002 
59';.1"84 

Cl 617.a?66 
!=:l &39.4448 
t'III!I 661.5930 ... p3.T413 ... 705.9895 ... 728.0377 

o 
Figure 31 . Final Temperature Field for Minimization of Mass 

Moment of Inertia 

c ... " 

"~ : ~EL 
,~: 0..- ... All 
LGad c ••• : .1 

A~<l.1 $~. E; ....... 

Hin : 119.9270 
"_ : ~ •• 1612 

c:J 
1l.9.9270 
177.6747 

c:J a:r.s . 4:i2S 
Cl a93 . 17Ga 
IiIII!IlI 3':10 . 9190 
t'III!I 408.6637 -4".41~ ... :sa4.1612 

UI_ Point: 

D 
Figure 32. Final von Mises Stress Field for Minimization of 

Mass Moment of Inertia 
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4.2 Wisbbone 

This example deals with the optimization of a 

part of a front wheel suspension in a SAAB 

9000 car, the so-called wishbone. This pro

blem has previously been treated by BrAmA & 

Rosengren using shell elements, see Ref. 49. 

We shall solve the problem using 3D brick 

elements, and using a design model which is 

rather complicated. The aim of the optimi

zation is to reduce the weight, i.e. the volume, 

of the wishbone, and at the same time fulfil 

the two constraints mentioned below. 

Minimize the volume 

Subject to 

von Mises stress :5 Initial value. 

Compliance :5 Initial value. 

In BrAmA and Rosengren's original problem, 

the wishbone was flexibly suspended. CAOS 

does not have this facility, and the result of the 

two optimizations can therefore not be directly 

compared. This is also the reason why we 

choose initial values as constraint limits. In 

order to avoid undesirable stress concentrations 

in the actual geometry, small pieces of extra 

material have been added to the model at the 

points of mechanical fixation. 

Figure 33 shows the initial design of the 

wishbone. In the definition of the problem it 

will be assumed that the upper left and right 

boundaries are fixed as indicated in Figure 34. 

The loads acting on the wishbone will be de

fined in three different load cases correspon

ding to the following situations: 

I 

Figure 33. Initial Design of Wishbone 

Figure 34. Load Cases and Boundary 
Conditions 



www.manaraa.com

569 

1. Maximum straight line braking, i.e., Fx is non zero. 

2. Maximum lateral acceleration, i.e., Fy is non zero. 

3. Maximum combined braking/lateral acceleration, i.e., both F. and Fy are non zero. 

Figure 35 illustrates the ra

ther complex CAD model. The 

geometry is modeled by 202 

boundaries, 30 design element 

and 308 move directions. The 

number of independent design 

variables is reduced to 112 by 

linking some of the move direc

tions. It is evident that the user 

has to rely heavily on good 

interactive graphical facilities to 

maintain the overview of a 

model as complicated as this. 

The lengths of the move direc-

tions in Figure 35 also indicate 

the geometrical constraint that, Figure 35. Analysis Model including Design Elements and 

due to physical limitations, the 

wishbone has to remain within a 

predetermined space. 

The wishbone is made of 

aluminum and has the following 

material parameters: 

Young~ modulus: 71000 MPa. 

Poisson's ratio: 0.3. 

The initial finite element 

mesh is illustrated in Figure 36 

and is modeled by 776 8-node 

isoparametric solid elements. 

The corresponding von Mises 

stress fields for the three load 

cases are shown in Figures 37 -

39. 

Move Directions 

Nellie" 
Type: 
Loo.d Cese: 1 

SURFACES 

'--------~ 
Figure 36. Initial Finite Element Model 
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Figure 37. Initial von Mises Stress Field, Load Case 1 
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Figure 38. Initial von Mises Stress Field, Load Case 2 



www.manaraa.com

571 

H ..... : .... HE 
T...,e: av. ... All 
Lo.d c ... : 3 
3D Ehlmitnt 

" In: 3.2240 
"ax: .lOO • 5;)5:5 

c:::J 
::J.a240 

17 .1.2~7 
c:::J 31.0273 
ffiTITI 4 .... 9390 moo ~.B306 

I!III 73.7333 - 86.6:J3S - 1.00 . 5355 

Ui.w Point: 

D 
Figure 39. Initial von Mises Stress Field, Load Case 3 

The iteration history proceeds steadily (Figures 40 - 42) and leads to a considerable 

volume reduction of 40%. The final finite element model, which is feasible for all load cases, 

is shown in Figure 43. In spite of the considerable volume reduction, the visual geometrical 

alterations are rather small. The final stress fields are illustrated in Figures 44 - 46. It is 

evident that the optimization has caused a much smoother stress distribution in the two critical 

load cases 1 and 3. 

Volume [1000 1Ml3) 
6oo~~~~~~--------------------------, 

500 

400 

300 
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100 ........................................................................................................................... . 

oL-__ ~ __ ~ __ -L __ -L __ ~ __ ~~ __ ~ __ ~~ 

0235689 

---- Volume 

Figure 40. Iteration History (Volume) 
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Figure 41. Iteration History (von Mises Stress) 
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Figure 42. Iteration History (Compliance) 
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Figure 43. Final Finite Element Mesh 
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Figure 44. Final von Mises Stress Field, Load Case) 
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Figure 45. Final von Mises Stress Field, Load Case 2 
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Figure 46. Final von Mises Stress Field, Load Case 3 

4.3 The MBB-Beam 

CADS has been interfaced with the topology optimization system HDMDPT developed by 

Bends0C & Kikuchi (Ref. 37), see Section 2.7. This system is based on homogenization of 

a material model with infinitely many infinitely small holes. Thus, the concept of density 

arises. The density anywhere in the model can vary from 0, i.e. no material, to 1, i.e. full 

material. 

The interface from CADS to HOMDPT consists of a program which converts the CADS 

finite element model to a format that is readable by HDMDPT. CADS has a facility for fixing 

the density of all finite elements in given design elements or on given boundaries. This 

operation is performed via the AutoCAD system using the same interactive menu-type user 

interface as the rest of the CADS system. 

The interface from HDMDPT to CADS consists of an additional HDMDPT subroutine 

which generates a text file containing optimum densities for all finite elements in the 

structure. This file is read by a CADS function which generates a picture of the optimized 

model. Finite elements are drawn on the screen and filled according to their density. Based 

on this picture, the user can easily generate a new design element configuration and perform 

a traditional shape optimization based on the optimized topology. 
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HOMOPT works on different variations of the fonnulation: 

Minimize Compliance 

Subject to a bound on the total volume 

This section describes the optimization of a support beam from a civil aircraft produced 

by Messerschmitt-BOIkow-Blohm GmbH, Munchen, BRD. The structure in question (Figure 

47) has the function of carrying the floor in the fuselage of an Airbus passenger carrier and 

must meet the following requirements: 

1. The upper and lower surfaces must be planar and the distance between them cannot 

be changed. 

2. The maximum deflection of the beam must not exceed 9.4 mm under the given load. 

3. The maximum von Mises stress should not exceed 385 MPa. 

4. There must be a number of holes in the structure to allow for wires, pipes etc. to 

pass through. 

2P 
P = 10 kN 

§ OOOC)OO 
L __ 2_400 __ .1 

Figure 47. Initial Geometry with Loads and Boundary Conditions 

The purpose of the optimization is to find the shapes of the holes that minimize the weight 

of the beam while not violating any of the requirements mentioned above. Because of the 

symmetry of the structure, we shall analyze only one half of the beam with boundary 

conditions as indicated in Figure 48. With the purpose of demonstrating the various 

possibilities of the CAOS system, we shall try several different fonnulations of the problem 

which lead to very different solutions. 
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lP 

P 
Figure 48. Initial Model with Circular Holes 

In the CAOS system, it is often necessary to define continuous boundaries in several 

pieces because of the requirement that the structure be divided into topologically quadrangular 

design elements. In the present case, each of the holes are defined by four boundary segments 

as indicated by the topology of the mesh in figure 48. We shall initially assume that it is 

required that the holes remain circular, i.e. only their individual sizes can change. CAOS has 

a link-facility which allows for such a constraint even though the shape and size of each hole 

is determined by the positions of several master nodes, i.e. several design variables. In fact, 

when only the radius of each hole can vary, we need to reduce the number of design variables 

to 3, one for each hole. 

The link facility enables the user to assign the same design variable to several move 

directions. The master nodes influenced by linked move directions are moved the same 

distance in their individual directions. In the present case, the boundary of each of the three 

holes is composed from four circular arcs, totally 3 times 8 master nodes. The 8 master nodes 

of each hole are assigned radial move directions. For each hole, a master is chosen, a master

master node so to speak, and the remaining master nodes are slaves of the first one, i.e. they 

will all move the same distance in their individual directions when the system starts to change 
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the design. This reduces the total number of design variables to 3 and ensures that the holes 

remain circular. This system enables the use of the center position of the holes as a design 

variable also. However, in the present case, there is little room left in the structure to move 

the holes around. 

Figure 48 shows the finite element model of the initial geometry which has the following 

data: 

Volume = 1.07'1(1 mm3 

Deflection = 10.1 mm 
Max. Stress = 292 MPa 

The constraint on deflections in the vertical direction is an upper limit of 9.4 mm, and the 

initial design is therefore infeasible by at least 7.4% because the displacement based finite 

element method overestimates the stiffness of the structure. 

p 
Figure 49. Final Finite Element Model of Geometry with Circular Holes 

Figure 49 is the finite element model of the final geometry. This geometry has the 

following data: 

Volume = 1.10'1(1 mm3 

Deflection = 9.4 mm 
Max. Stress = 248 MPa 

We see that the final geometry satisfies the initially violated deflection constraint at the 

cost of a volume increase by 3%. The three holes initially had a radius of 150 mm. In the 

final design, the radii are (counting from the left on Figure 49): 

1: 141 mm 

2: 148 mm 

3: 151 mm 

i.e, the first two holes decrease in size and the last one gets a little bigger. However, as 

evident from Figure 49, the geometrical alterations are marginal. 

As a second attempt, the circular arcs making up the hole boundaries were replaced by b-
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splines, and additional master nodes were introduced in order to give the system more design 

parameters for the optimization. We shall require symmetry about the horizontal mid-axis of 

the geometry and thus link the movements of master nodes above this line to the correspon

ding master nodes below. This new design model is illustrated in Figure 50. 

, 
Figure 50. Design Model with B-splines as Hole Boundaries 

During the optimization of this problem, the stress constraint never becomes active. It is 

therefore interesting to notice that the final design (Figure 51) is one of very smooth shapes. 

This is unexpected because there is no smoothness requirement imposed on the transitions 

between the individual b-splines that make up the holes. This, in combination with the 

absence of active stress constraints, would in most cases lead to the generation of sharp 

vertices. 

Figure 51. Final Finite Element Model 

The final design has the following data: 

Volume;; 1.02·1(/' mm3 

Deflection ;; 9.4 mm 

Max. Stress ;; 372 MPa 

p 
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i.e., with this model, we managed to create a feasible design and save 5.2% of the volume. 

The fact that the possible volume reduction even with a b-spline model is rather modest 

leads to the suspicion that the three-hole topology is not well suited for a structure of this 

type. It is therefore tempting to start the redesign procedure by a topology optimization. 

As previously explained, the topology optimization requires a volume constraint to be 

defined. The topology optimization system will then distribute the given material volume in 

the available domain such that the stiffness is maximized. The system enables the user to 

specify regions or boundaries which are required to be solid, that is, of density 1. We shall 

use this facility in the present example because the function of the structure requires that the 

outer contour, except for the left vertical symmetry boundary, remains unchanged. 

The original geometry with three circular holes of radius 150 mm has a volume of 

1.07.106 mm3• A full beam has a volume of 1.92.106 mm3, i.e., the volume of the initial 

geometry is 56% of that of a full beam. 

This part has 

""

0 tru 
This part is tural ig -

idered to ificance 
o ne hole 

Figure 52. Result of Topology Optimization 

A topology optimization with a bound on the volume corresponding to the volume of the 

initial structure with three circular holes and no additional requirements was performed. In 

addition to the volume constraint, we require the rim of the structure to remain solid. The 

resulting topology is shown in Figure 52. Graphically, each element is filled with a lump of 

material corresponding tO'its final density. This creates the impression that, in some regions, 

isolated lumps of material remain outside the solid part of the structure. This is not 

necessarily the case. The lumps are merely a convenient way of illustrating the porous 

material. When using CAOS for the actual shape optimization based on an optimized 
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topology, the user has to decide upon the actual position of interfaces between material and 

void based on the filling of elements by lumps of material. 

It is evident from the figure that a number of holes allowing for the necessary passage of 

wires, pipes etc. have emerged. 

We shall now attempt a shape optimization based on this topology. We therefore return 

to the original definition of the problem, i.e. minimize volume with a bound on displacement 

and stress. The problem is a difficult one because the overall impression of the type of the 

structure is that it is on the interface between a disk and a frame or truss structure. Thus, the 

division of the geometry into design elements is relatively complicated. Furthermore, while 

creating the shape optimization model, we shall have to take a number of practical 

considerations into account: 

1. Due to the cost of manufacture, the complexity of the geometry should be kept at a 

minimum, i.e., there is a limit to the number of holes that are practical for a structure 

like this. 

2. The sizes of the individual holes should be comparable to the holes of the initial 

structure in order to allow for the passage of the same components. 

Figure 53. Initial Finite Element Mesh of Optimized Topology 

The upper right comer of the frame has been removed. This part of the geometry has a 

function, but it is structurally insignificant and can therefore be excluded from the shape 

optimization and added to the modified structure afterwards. This simplification greatly 

facilitates the generation of the design model. Figure 52 illustrates the modifications that have 

been imposed on the optimized topology and the resulting initial finite element model is 

shown in Figure 53. This structure has the data: 

Volume = 1.10·1d' mm3 

Deflection = 6.0 mm 
Max. Stress = 227 MPa 
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The volume of this geometry is slightly larger than the volume of the initial geometry with 

three circular holes. However, due to the topology optimization, this geometry has 

significantly larger stiffness. The maximum stress has also been reduced, but this value is 

unreliable because of the vertices of this geometry. Mathematically, the stress is infinite at 

sharp concave vertices, but the stress functions of the finite element model in question are 

unable to model such a state correctly. From a physical point of view, neither vertices of 

infinite curvature nor infinite stresses exist. 

Figure 54. Final Finite Element Model 

CAOS proceeds by reducing the volume significantly. Because of the structure's 

resemblance with a truss structure, small relocations of the master nodes may lead to large 

distortions of the finite element mesh. It has therefore been necessary to perform a 

redefinition of the finite element mesh topology on the half way between the initial and the 

final designs. The final design is illustrated in Figure 54. It has the data: 

Volume = 0.624'1(1 mm3 

Deflection = 9.4 mm 

Max. Stress = 305 MPa 
The volume is reduced by 42% in comparison with the initial design of circular holes. The 

final geometry is a frame-like structure. The stress constraint is not active because, for 

practical reasons, a minimum thickness is specified for the members of the resulting 

geometry. 

Unfortunately, the geometry of the solution introduces the problem of stability which is 

not covered by CAOS. It is also a problem that the generation of a suitable finite element 

mesh for a very thin-webbed structure like this is difficult and often requires the topology 

of the mesh to be redefined. However, the use of membrane elements for a problem like this 

creates a result that is rich in the sense that it has details that could never have been found 

by the use of a dedicated system for truss or frame optimization. 

Based on the final design in Figure 54 the designer can update his geometrical model and 

perform the final adjustments, e.g. add the structurally insignificant upper right comer that 
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was removed in order to facilitate the generation of an analysis model, and thereby yield the 

final design in Figure 55. 

Figure 55. Example of Final Geometry slightly Modified by the Designer. The Upper Right 
Comer has been Added again 

Discussion 

It is evident that the initial topology optimization allows the shape optimization to arrive 

at a much better final result. For problems like this, where there are large possibilities for 

geometrical variations, the topology optimization is a very valuable tool in the design process. 

It is the experience from the present example that topology optimization should be used in 

the early stages of the development in order to inspire the designer and lead him/her in a 

beneficial direction. The result of the topology optimization is merely a crude guess and can 

therefore safely be modified by the designer to meet practical requirements, before the more 

detailed shape optimization is performed. In fact, one of the properties of the homogenization 

method is that very small changes in the problem formulation may lead to substantial 

geometrical changes of the final solution. Fortunately, these different solutions, in terms of 

stiffness, tend to be very similar in quality. The general impression from working with 

topology/shape interfacing is that the solutions tend to be rather insensitive to minor 

geometrical alterations, thus providing the designer with some degree of freedom to take 

considerations other than stiffness into account in the design. 

The present example also shows the importance of setting a toolbox of various facilities 

at the disposal of the designer. Structural optimization enforces rather than removes the 

creative aspect of designing, and the final result is therefore very difficult to predict. The 

collection of structural optimization facilities must be versatile enough to allow the designer 

to continue work no matter what type of structure emerges. The final design must be a 

product of creativity rather than availability or lack of analysis facilities. 
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5 Closure 

This article reflects a coordinated research effort towards the creation of a concurrent 

engineering design environment for rational design and optimization of traditional as well as 

high-technology mechanical products, systems, and components. The work embraces 

development, implementation and integration of methods and techniques for computer aided 

design, geometric modeling and parametrization, finite element analysis, sensitivity analysis, 

and multicriterion optimization. Design with the use of advanced materials is given 

considerable attention. 

As a result of the work, two modular, interactive, CAD-integrated software systems for 

shape optimization have been created, the prototype system CADS and the more general 

system ODESSY. These systems include important preprocessing capabilities for generation 

of optimum structural topologies, and the concurrent engineering design environment comprise 

facilities for optimum sizing and configuration of truss structures and optimization of 

composite structures as well. 

The software systems are based on a specially developed mathematical programming 

formulation for multicriterion optimization which, in notable contrast to the traditional "trial 

and error" approach, ensures that multiple design criteria and constraints of various types are 

treated simultaneously, and that the design process converges towards the optimum product 

through a sequence of successively improved solutions. At the same time, the design phase 

becomes well-documented, and the concurrency implies a fast design process that 

considerably reduces the design to product lead time, which, along with the optimum 

characteristics of the product itself, is an important competition parameter. 

Our current efforts are devoted to further extensions of the engineering design facilities in 

terms of methods as well as design criteria and objectives, with a view of allowing for 

solution of as broad a spectrum of practical engineering design problems as possible. This to 

a large extent implies expansion of the system analysis capabilities into other fields of 

engineering, and will hopefully result in a truly multidisciplinary concurrent engineering 

design system. 
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Design Sensitivity Analysis and Optimization Tool for 
Concurrent Engineering . 

Kyung K. Choi and Kuang-Hua Chang 

Center for Simulation and Design Optimization, College of Engineering, The University of Iowa, Iowa City, 
Iowa 52242, U.S.A. 

Abstract: This paper together with the following two papers present emerging technologies 

for development of design sensitivity analysis (DSA) and optimization that can be used for 

concurrent engineering. A summary of recently developed unified continuum DSA methods for 

linear and nonlinear structural systems is presented. Design sensitivities of static and dynamic 

responses of elastic solids and built-up structures with respect to material property, sizing, 

shape, and configuration design variables are considered. For DSA of acoustic response, 

acousto-elastic systems are treated. For DSA of nonlinear structural systems, both geometric 

and material nonlinearities are considered. The adjoint variable and direct differentiation 

methods are used to derive explicit design sensitivity expressions that can be evaluated 

numerically using analysis results from established finite element analysis (FEA) codes. It is 

demonstrated that the continuum based DSA method allows design sensitivity computations to 

be carried out using established FEA codes with respect to geometric design parameters that are 

employed in computer-aided design (CAD) tools, so that industry standard tools can be 

exploited in concurrent engineering. A DSA and optimization (DSO) tool with a visually driven 

user interface is developed to allow design engineers to easily create geometric, design, and 

analysis models; define performance measures; perform DSA; and carry out a four-step 

interactive design process that includes visual display of design sensitivity, what-if study, trade

offs, and interactive design optimization. 

Keywords: sensitivity analysis / optimization / concurrent engineering / finite element 

analysis / linear structures / nonlinear structures / acoustic / continuum sensitivity theory / sizing 

design / CAD / user interface / numerical implementation 

1 Introduction 

In design of structural systems that are made of truss, beam, membrane, shell, and elastic solid 

members, there are five different kinds of design variables: material property design variables 

such as Young's modulus; sizing design variables such as thickness and cross-sectional area; 

shape design variables such as length and geometric shape; configuration design variables such 
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as orientation and location of structural components; and topological design variables. 

Substantial literature has emerged in the field of sizing and shape DSA and optimization of 

structural systems [1-7]. DSA of structural systems and machine components has emerged as a 

much needed design tool, not only because of the role of design sensitivity information in 

optimization algorithms, but also because design sensitivity information can be used in a 

computer-aided engineering environment for early product trade-offs in a concurrent design 

process. 

Developments in sizing and shape DSA methods have been made using two fundamentally 

different approaches. In the first approach, which is called the discrete method, design 

derivatives of a discretized structural finite element equation are taken to obtain design 

sensitivity information. In the second approach, which is called the continuum method, design 

derivatives of the variational governing equation of the structural system are taken to obtain 

explicit design sensitivity expressions in integral form with integrands written in terms of 

variations of material property, sizing, shape, and configuration design variables, and natural 

physical quantities such as displacements, stresses, and strains [7]. The explicit design 

sensitivity expressions are then numerically evaluated using analysis results of finite element 

analysis codes [7,8]. The numerical method provides accurate design sensitivity information 

without the lack of numerical accuracy associated with the selection of finite difference 

perturbations. Also, the method does not require derivatives of stiffness, mass, and damping 

matrices as in the discrete method. Another advantage of the continuum method is that it 

provides a unified structural DSA capability, so it is possible to develop one DSA software 

system that works with a number of well-established FEA codes. The unified computational 

DSA method has been implemented in the DSO so it can provide design sensitivity for ANSYS, 

MSCINASTRAN, and ABAQUS FEA codes [9-11]. 

This paper presents continuum sizing DSA methods for the dynamic frequency of linear 

acousto-elastic structures and the static response and critical load of nonlinear structural 

systems. The shape DSA method for elastic solids and the configuration DSA method for built

up structures are summarized in the following two papers in this volume. Continuum DSA 

methods for the static and transient dynamic responses of linear structural systems are also 

presented in Refs. 7, 8, and 12-14. 

The continuum DSA method makes it possible to compute design sensitivity of analysis 

results of the established FEA codes with respect to the geometric design parameters employed 

in CAD tools. That is, connections to CAD tools can be made by providing design sensitivity 

of performance measures with respect to the design parameters defined on the CAD tool. Using 

the same CAD design parameters in manufacturing tools as well lays the foundation for 

concurrent engineering. Once models are based on the same CAD tool, an integrated CAD

FEA-DSA can be used to develop a design tool for concurrent engineering such that the design 

and manufacturing engineers can carry out early trade-offs. A connection can also be made to 



www.manaraa.com

589 

dynamic simulation and other computer-aided engineering (CAE) tools, if these tools use the 

same geometric CAD modeler [15]. 

The Design Sensitivity Analysis and Optimization tool (DSO), developed at the Center for 

Simulation and Design Optimization, link CAD-DSA-FEA and makes the technology accessible 

to design engineers, with a visually driven user interface. From a functional point of view, 

three design stages, pre-processing, design sensitivity computation, and post-processing, have 

been developed in the DSO. In the pre-processing design stage, the design engineer can easily 

create geometric and finite element analysis models, and a design model by defining design 

parameters and performance measures. In the design sensitivity computation stage, at the 

command of the design engineer, the DSO will execute complicated runstreams to compute 

design sensitivity information. The post-processing stage provides a four-step interactive 

design process that includes visual display of design sensitivity information, what-if study, 

trade-offs, and interactive design optimization, has been implemented in the post-processing 

design stage, so that the design engineer can better control the design process in 

concurrent engineering. 

In Section 2, a continuum based design sensitivity analysis method for dynamic frequency 

response of acousto-elastic built-up structures is presented. For numerical example, a simple 

vehicle system is used. In Section 3, continuum design sensitivity analyses methods for the 

static response and critical load of nonlinear structural systems are presented. In Section 4, the 

DSO tool is described and the conclusions are given in Section 5. 

2 DSA of Dynamic Frequency Response of Acousto-Elastic 
Built-Up Structures 

Dynamic frequency response is used in various industries for noise, vibration, and harshness 

(NVH) analysis of mechanical and structural systems that are subject to harmonically varying 

external loads caused by reciprocating powertrains or other rotating machineries such as motors, 

fans, compressors, and forging hammers [16]. For example, airplane body and wing structures 

are subject to a harmonic load transmitted from the propulsion system. Also, ship vibrations 

resulting from propeller and engine excitations can cause noise problems, cracks, fatigue failure 

of the tailshaft, and discomfort to crew. When a machine or any structure oscillates in some 

form of periodic or random motion, the motion generates alternating pressure waves that 

propagate from the moving surface at the velocity of sound. For instance, interior sound 

pressure in an automobile compartment can occur when the input forces transmitted from road 

and power train excite the vehicle compartment boundary panels. 

In Refs. 17 and 18, the continuum DSA method for the static response of Refs. 7 and 8 is 

extended to develop a continuum DSA method of dynamic frequency response of acousto

elastic built-up structures using the adjoint and direct differentiation methods. A typical 
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acousto-elastic built-up structure is shown in Fig. 1. All members of the built-up structure are 

assumed to be plate (two-dimensional components) enclosures and/or beam (one-dimensional 

components) stiffeners in three-dimensional space. The built-up structure encloses a three

dimensional cavity that contains a medium (fluid) that transmits linear acoustic waves. 

Figure I Acousto-Elastic Built-up Structure 

The coupled dynamic motion of the built-up structure and acoustic medium can be 

described using the following system of partial differential equations: 

Structure 

m(x,u)Ztt(X,U,t) + CuZt(X,U,t)+ Auz(x,u,t) = f(x,u,t) + pS(x,u,t)n, x E rf, t ~ 0 (1) 

with boundary and initial conditions 

Gz = 0, X E r S (2) 

Z(X,U,O) = Zt(x,u,O) = 0, x E as 

Fluid 
1 1 2 
RPtt(X,U,t) + TPt(x,u,t) - -v p(x,u,t) = 0, 
p Po 

with boundary and initial conditions 

Vp T n = 0, x E r ar 

P(x,u,O)= Pt(x,u,O)= 0, x E rf 

Interface Conditions 
pS = p, X E r S == as 

vp T n = - POZttn, x Eras == as 

XErf, t~O 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 
where as is the domain of the structure; m(x,u) is the mass effect of the structure; Cu is the 

linear partial differential operator that corresponds to the damping effect of the structure; ~ is 

the fourth-order partial differential operator that corresponds to the stiffness effect of the 
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structure; f(x,t,u) is the time-dependent applied load; pS is the acoustic pressure at the interface 

between the structure and the acoustic medium; and n is the outward unit normal vector on the 

boundary of the acoustic medium. The design variable u(x) that can be defined using a CAD 

tool is independent of time, and the dynamic response z(x,u,t)=[zl' z2' z3] T is displacement 

field of the structure. Boundary conditions, Eq. 2, are imposed on the structural boundary r s 

using the trace operator G [19]. 

In Eq. 4, aa is the domain of the acoustic medium; ~ is the adiabatic bulk modulus; and Po 

is the equilibrium density. The dynamic response p(x,u,t) is the acoustic or excessive pressure, 

and the linear operator T corresponds to dissipation of the acoustic energy. The normal gradient 

of the pressure vanishes on the rigid wall rar as shown in Eq. 5. 

Structure-fluid interaction between two systems can be seen in Eq. 7 in the form of 

structural load pS and, in Eq. 8, in the form of the acoustic boundary condition that relates the 
structural acceleration zit and the gradient Vp of the acoustic pressure at the interface. Note that, 

as can be seen in Fig. 1, the acoustic-structure interface r as is the domain as of the structure. 

When the harmonic force f(x,u,t) with a single frequency ro is applied to the built-up 

structure of the coupled linear system, the corresponding dynamic responses z(x,u,t) and 

p(x,u,t) are also harmonic functions with the same frequency roo These can be represented 

using complex harmonic functions as 

f(x,u,t) = Re {f(x,u) eim!} ) 

z(x,u,t) = Re {z(x,u) eim!} 

p(x,u,t) = Re{p(x,u)e im!} 
(9) 

where C, Z, and p are complex phasors that are independent of time. Equations 1-8 can then be 

reduced to the following time-independent system of equations: 

Structure 
Duz ""- ro2m(x,u)z + iroCuz + Auz = f(x,u) + pSn, 

with boundary conditions 

Gz= 0, x E r S 

Fluid 

with boundary conditions 
Vp Tn = 0, x E rar 

Interface Conditions 
pS = p, X Eras"" as 

vpTn=ro2pozTn, X.E ras""as 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 
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The differential operator Du in Eq. 10 depends on design u, while the differential operator B in 

Eq. 12 does not, because an acoustic medium such as air is assumed to be fixed during the 

design process. 

A variational form of Eqs. 10 and 12 can be obtained by multiplying both sides of Eqs. 10 
- -

and 12 by the transpose of complex conjugates z* and p* of kinematically admissible virtual 
- -

states z E Z and pEP, respectively, integrating by parts over each physical domain, adding 

them, and using boundary and interface conditions; that is, 

bu(Z' z) -I Ir.as pz. Tn dr + d(p, p) - of I Ir.as p·z T n dr = lu~) 

which must hold for all kinematically admissible virtual states {z, p} E Q where 

Q={ZEZ, pEPlps=p and vpTn=co2pozTn, XErs } 

and 

Z = {z E [H2cnS)]3 I Gz = 0, X E r} } 
P = {p E H 1 (til) I Vp T n = 0, x E r} 

(16) 

(17) 

(18) 

and HI and H2 are Sobolev spaces of orders one and two, respectively [19]. In Eq. 16, the 
sesquilinear forms bu and d, and the semilinear form 1u' are defined [20], using the L2-inner 

product on complex function spaces, as 

bu(z' z) ;: (Duz, Z) = -I Ins co2mz· T Z dn + icocu(z, Z) + au(z, Z) (19) 

where 

(20) 

(21) 

and 

(22) 

If the built-up structure does not have an acoustic medium, then the variational form, Eq. 16, 

can be simplified by dropping all terms corresponding to the acoustic medium, including 

interface conditions. In this way, the results of Ref. 17 will be obtained. 

2.1 Direct Differentiation Method of DSA 

To develop the direct differentiation method of DSA, take the first variation of Eq. 16 with 

respect to the design variable u and rearrange to obtain 

bu(z', z) -I Iras p'z. Tn dr + d(P',p) - co2 I I~s p·z,T n dr = l'/lu(i) - b'/lu(z' z) (23) 
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which must hold for all kinematically admissible virtual states {z, p}E Q. In Eq. 23, 
, d (x B ) I r z(x, u + -rou) - z(x, u) 

z '" d/ ,u + 't U t=O = t~~ 't (24) 

and 

p' '" ~PO<, U +tBu)lt=o = lim pO<, u +tBu)- pO<, u) (25) 
u, t .... O 't 

are the first variations of z and p with respect to the design variable u in the direction Bu of the 
design change. Also, the first variations of the sesquilinear form bu and semilinear form 1u with 

respect to explicit dependence on the design variable u are 
, - d - -

bllu(z' z)'" d'tbU+tllu(z' z)lt=o (26) 

(27) - -
where z denotes the state z with dependence on t (design variable u) suppressed, and z is 

independent of t. Equation 23 is a variational equation in which the design sensitivities z' and 

p' are unknowns. If the solution z of Eq. 16 is obtained, the fictitious load, i.e., right side of 

Eq. 23, can be computed using the shape functions of the finite element to evaluate integrands at 

Gauss points for numerical integration. 

2.2 Adjoint Variable Method of DSA 

Harmonic performance measures of the acousto-elastic built-up structure can be expressed in 

terms of complex phasors of the structural displacement and the acoustic pressure. For the 

adjoint variable method, first consider the pressure at a point ~ in the acoustic medium enclosed 

by the built-up structure under harmonic excitation 

'l'p= I I Ina B(x - ~)p dn (28) 

The pressure can be correlated to noise audible to the human ear in passenger vehicles, aircraft, 

or ships. The first variation of the performance measure is 

'l'p' = I I Ina 8(x - ~)p' dn (29) 

To use the adjoint variable method, define non-selfadjoint operators 

corresponding to the operators Du and B of Eqs. 10 and 12, respectively, as 
a 

(Duz, A) '" (z, DuA), for all z, A E Z 

and 

(Bp, TJ) '" (p, BaTJ), for all p, TJ E P 

Then, by the definition of bu(·'·) of Eq. 19 and d(·,·) of Eq. 21, 

(30) 

(31) 
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(32) 

and 

dGj, TJ)= (~, BaTJ) = f f fd'[ - t ~ TJ* + iroT~ TJ * + ;0 V-; VTJ *] dn (33) 

Define an adjoint equation for the performance measure of Eq. 28 by replacing p' in Eq. 29 

by a virtual pressure ~ and equating the term to the sesquilinear forms as 

buo., A) - f !-as~A* Tn dr + d(~, TJ) - ci f frasTJ*-; n dr = f f fnaB<x -~);1 dn (34) 

which must hold for all kinematically admissible virtual states {)., ~}e Q. Note that the solution 

of Eq. 34 is the pair of complex conjugates {A*, TJ*}. To take advantage of the adjoint 

equation, we may evaluate Eq. 34 at ~z' and ~=p' to obtain 

bu~', A)-f f P'A*Tn dr+d(p', TJ)- ro2f f TJ*z,Tn dr=ff f B<x-~)p' dn 
Jras Jras Jna (35) 

which is the term on the right side of Eq. 29 that we would like to write explicitly in terms of 

duo Similarly, evaluate Eq. 23 at Z*=A * and P*=11* to obtain 

b~' A)-ff p'A*Tndr+d(P'TJ)-offr TJ*z,Tndr=l' (A)-b' ~ A) U' Jras 'Jras I)u I)u' (36) 

Since the left sides of Eqs. 35 and 36 are equal, the desired explicit design sensitivity 

expression can be obtained from Eqs. 29, 35, and 36, 

'Vp' = .tl)u(A.) - b'I)U~, A) 

= f fnsf~A*I)U dn+ f fns ofmuA* T zl)u dn- iOlC'l)u~' A) - a'I)u~, A) (37) 

Note that, to evaluate the design sensitivity of Eq. 37, the solution A * of Eq. 34, which is the 

complex conjugate of A., must be obtained. 

Another performance measure of the acousto-elastic built-up structure is the structural 

displacement at a point~. For instance, the performance measure could be the vibration 

amplitude of the seat of a passenger vehicle, aircraft, or ship. The performance measure can be 

written as 

'Vz. = f f 8(x - ~)Zi dn, 
I Jns 

i = 1,2,3 (38) 

The adjoint equation for this performance measure is defined as 

buo., A) - f ~s~A*T n dr +d(~, TJ) - ro2f frasTJ*{n dr = f fns 8(x -~) ~ dn (39) 

which must hold for all kinematically admissible virtual states {A, TJ}E Q. Once the complex 

conjugate A* of the adjoint response is obtained from Eq. 39, the design sensitivity expression 

of Eq. 37 can be used to obtain design sensitivity information. Another point to note is that, 
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since the sizing design variable u is defined only on the structural part, Eq. 37 requires only the 

structural response A * of adjoint Eqs. 34 or 39. 

In the adjoint variable method, the adjoint load for each performance measure needs to be 

computed. For the displacement performance measure at a node, a unit harmonic load is applied 

at the node in the direction of the displacement for which the design sensitivity information is to 

be computed. For the pressure performance measure, the adjoint load is the second time 

derivative of a unit volumetric strain at the point in the acoustic medium at which the pressure 

performance measure is defined. The complex conjugates of the adjoint structural responses; 

i.e., solutions of Eqs. 34 and 39, can be obtained efficiently by the restart option of established 

FEA codes. Using the original response and complex conjugate of adjoint structural response, 

the design sensitivity information of Eq. 37 can be obtained by evaluating the integrands of Eq. 

37 at Gauss points using the shape functions of the finite element for numerical integration. 

Computational procedures for continuum design sensitivity analysis can be found in Refs. 7 and 

8. If the direct differentiation method is used, the fictitious load on the right side of Eq. 23 is 

computed using the shape functions of the finite element for numerical integration. An efficient 

solution of Eq. 23 can also be obtained using the restart option of FEA codes. 

2.3 Example - Simple Vehicle System 

The low frequency noise in the passenger compartment of a vehicle occurs over a wide range of 

vehicle speeds and is known to be dominant at frequencies between 20 and 200 Hz. 

Considerable interaction between the motion of the body structure and the vibration of the 

acoustic medium at critical frequencies has been observed, and it is suggested that the noise may 

be amplified by the resonance of the acoustic medium [21]. 

The simple vehicle model, which can be used to identify the system characteristics prior to 

a practical engineering model analysis of a vehicle system, is shown in Fig. 2. The body 

structure is made of thin plates of uniform thickness that enclose the acoustic medium (air) and 

is mounted on a simplified suspension system consisting of springs and dampers. The mass 

density and Young's modulus of the plates are p=lO kglm3 and E=0.5x109 N/m2, respectively. 

The adiabatic bulk modulus and equilibrium density of the acoustic medium are ~=141700 N/m2 

and Po=1.20236 kglm\ respectively. The finite element model consists of 232 triangular shell 

elements for the body structure, 84 hexagonal and 8 tetrahedral elements for the acoustic 

medium, and 12 spring elements and 12 dampers for the suspension system. The body 

structure has 118 grid points and 708 degrees of freedom, and the acoustic medium has 160 

grid points with 160 degrees of freedom. 
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Body Structure Acoustic Medium 

Figure 2 Simple Vehicle System and Finite Element Models 

This model is used to investigate effects of body structure design changes on vibration 

amplitudes of acoustic pressure at the driver's and passenger's ear levels and vibration 

amplitudes at the driver and passenger seats. The design variable is the thickness t of the body 

panels, which is 0.OO9m at the current nominal design. Two rear suspension supports are 
harmonically excited in the x3-direction with an amplitude of O.OOOlm and frequency of 60 Hz. 

The direct frequency response method of ABAQUS [11] is used to analyze the original and 

adjoint systems. The complex conjugates of the adjoint responses are obtained by solving the 

coupled system of equations with harmonic adjoint loads. For the acoustic pressure 

performance measure, the adjoint load is the second time derivative of a unit volumetric strain at 

the point of the performance measure. Also a unit force is applied for the displacement 

performance measure at the point where the performance measure is defined. 

The accuracy of design sensitivity results has been checked using the finite difference 

results. For the test, ~0.01 % perturbations of the uniform thickness of the body panels are 

taken. Table 1 shows accuracy of design sensitivity results for the acoustic pressure 

amplitudes. Table 2 shows the accuracy of design sensitivity results for the structural 
displacement amplitude in the x3-direction. In Tables 1 and 2, R, I, and D are the real and 
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imaginary components, and magnitude of complex responses. Good agreement is obtained 

between the design sensitivity predictions <p' and finite differences L1<p. In addition to the 

structural displacement amplitude, Table 2 presents design sensitivities of the velocity and 

acceleration amplitudes, V and A, respectively. 

Table 1 Accuracy of Design Sensitivity of Acoustic Frequency Responses 
at Driver's and Passenger's Ear Levels, in pascals 

Location ",(u-Bu) ",(u+Bu) ~'" ~ ~'/~~~%l 
R -.23160-01 -.22990-01 0.86000-04 0.89440-04 104.0 

Oriver I -.12940-01 -.1 311 0 -0 1 -.84200-04 -.87760-04 104.2 
0 0.26530-01 0.26470-01 -.33490-04 -.35470-04 105.9 
R 0.11330-01 0.11250-01 -.43950-04 -.46130-04 105.0 

Passenger I 0.71740-02 0.72650-02 0.45490-04 0.48310-04 106.2 
0 0.13410-01 0.13390-01 -.12530-04 -.12840-04 102.5 

Table 2 Accuracy of Design Sensitivity of Frequency Responses at Driver and 
Passenger Seats in x3-Direction, in meters 

Loaction ",(u-Bu) ",(u+Bu) ~'" ~ ~'/~~~·/·l 
R 0.36810-05 0.36500-05 -.15790-07 -.16670-07 105.6 
I 0.34590-05 0.34880-05 0.14360-07 0.15360-07 107.0 

Oriver 0 0.50520-05 0.50480-05 -.15830-08 -.15300-08 96.7 
V 0.19040-02 0.19030-02 -.59690-06 -.57690-06 96.7 
A 0.71790+00 0.71750+00 -.22500-03 -.21740-03 96.7 
R -.39790-05 -.39410-05 0.18850-07 0.19910-07 105.6 
I -.45860-05 -.46200-05 -.17080-07 -.18290-07 107.1 

Passenger 0 0.60710-05 0.60720-05 0.65390-09 0.88350-09 135.1 
V 0.22890-02 0.22890-02 0.24650-06 0.33300-06 135.1 
A 0.86280+00 0.86300+00 0.92940-04 0.12560-03 135.1 

3 DSA of Nonlinear Structural Systems 

Design requirements for structures that are expected to perform under severe loading conditions 

and the need to use materials with nonlinear properties necessitate development of a unified 

DSA method for nonlinear structural systems. A unified continuum DSA method for nonlinear 

structural systems with sizing design variables has been developed in Refs. 22 and 23 using the 

total and updated Lagrangian formulations of nonlinear analysis. This continuum DSA method 

developed is valid for large displacements, large rotations, small strains, and nonlinear elastic 

material properties when appropriate kinematic and constitutive descriptions are used for 

analysis. Using the adjoint variable method, as in the case of linear structural systems, a linear 

adjoint equation is obtained for each performance measure. 

The DSA method of Ref. 22 is extended in Ref. 24 to develop a method for DSA of the 

critical load with respect to sizing and shape design variables of a nonlinear structural system 

subject to a conservative static loading. A stability equation for the critical load has been 
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developed using the total Lagrangian formulation. The design derivatives of the stability 

equation are used to obtain the design sensitivity of the critical load. This section summarizes 

the DSA methods for the static response and critical load presented in Refs. 22 and 24. 

3.1 Equilibrium and Stability Equations of Nonlinear Structural Systems 

In this section, the nonlinear equilibrium equation, linearizations of the incremental nonlinear 

equation, linearized eigenvalue equation, and nonlinear stability equation are introduced. These 

equations are used to obtain first variations of the static governing and stability equations. 

Using the principle of virtual work, the equilibrium equation for a body with domain t+~tn and 

boundary t+~tr in the equilibrium configuration at time t+.1.t can be expressed as [25-27] 

II 1+410" ~.. IMIdO = 1+41R for all ~ E Z (40) 
t+Ato IJ 1+41 IJ ' 

where t+~toij are Cartesian components of the Cauchy stress tensor at time t+.1.t and t+Ateij are 

components of the infinitesimal strain tensor, both referred to the configuration at time t+.1.t. 

Also, z=[zl,z2,Z3]T is a kinematically admissible virtual displacement, Z is the space of 

kinematically admissible virtual displacement, and an overbar" "indicates the variation of the 

quantity under the bar. In Eq. 40, t+~teij are components of the infinitesimal strain tensor that 

corresponds to the virtual displacement and referred to the configuration at time t+.1.t; i.e., 

(41) 

On the right side of Eq. 40, t+~tR is the virtual work done on the body by externally applied 

force through a kinematically admissible virtual displacement z, 

1+41R =II 1+41r ~. 1+41dO +I 1+41r- ~. I+4ldr (42) 
t+Ato I I t+Atr I I 

where t+~tri and t+~tTi are the components of externally applied body and surface force vectors, 

respectively. In the following development, forces t+~tfi and t+~tTi are assumed to be 

conservative static loadings, i.e., deformation independent. 

Incremental Equilibrium Equation 

Equation 40 cannot be solved directly, since the final equilibrium configuration at time t+.1.t 

is unknown. A solution can be obtained by referring all variables to a previously known 

equilibrium configuration and linearizing the resulting incremental equation. Two formulations, 

the updated and the total Lagrangian formulations, can be used according to the reference 

configuration. In this paper, the total Lagrangian formulation is summarized. For design 

sensitivity analysis of the updated Lagrangian formulation, see Refs. 22 and 24. 
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Figure 3 Motion of the Body in a Stationary Cartesian Coordinate System 

Consider the motion of a body in a flxed Cartesian coordinate system, as shown in Fig. 3. 

The body can experience large displacements, large rotations, large strains, and nonlinear 

material behavior. The coordinates of a generic point P in the body at time 0 are [ox1, °x2, 

°X3]T, and at time t they are [\' tx2, tX3]T, where the left superscript refers to the conflguration 

of the body, and the right subscript refers to the coordinate axis. For derivatives of 

displacements with respect to the coordinates, the left subscript indicates the conflguration in 

which the coordinate is measured; thus, we have 
"I+al 

I+at u zi 
OZij =-

aDx· 
J 

(43) 

As an exceptional case, if the quantity under consideration occurs in the same configuration in 

which it is also measured, then the left subscript is omitted [27]; e.g., 
I+al.,. _ I+alcs 

.... j = I+al ij (44) 

Increments in the displacements from time t to time HAt are denoted as 

Z· - I+alz · - Iz · . 1 2 3 1- I I' J= , , (45) 

In the total Lagrangian formulation, all static and kinematic variables are referred to the 

initial conflguration at time 0, and Eq. 40 is transformed to [22, 27] 

au('+a'z,i) '" J Jon 1+~ISij '+~If;j DdO 

-
for all z E Z (46) 
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where t+Atz is the total displacement at time t+L\t; t+tts ij is the Cartesian component of the 

second Piola-Kirchhoff stress tensor at the configuration time t+L\t, measured with respect to the 

configuration at time 0; and t+oAt~ij is a variation of the Cartesian component of the Green

Lagrange strain tensor t+tleij at time t+L\t, measured with respect to the configuration at time 0, 

1+..11",. =..!.. (I+AIZ' . + I+A~ .. + I+A~ . I+AIZ .) 
o'J 2 0 I,J 0 J,I 0 k,l 0 k,J (47) 

In Eq. 46, au(t+Atz,z) and ..eu(z) are the energy and load forms, respectively, and the subscript u 

denotes dependence of these forms on the sizing design variable u. 
Since stresses t+ttsij and strains t+ttEij are unknown, an incremental form of Eq. 46 is 

used for the solution. Define increments of the second Piola-Kirchhoff stress and Green

Lagrange strain tensors as, respectively, 

OSij = 1+~ISij - ~Sij 

and 

oEij = 1+~IEij - ~Eij 

=..!.. (oz· . + oz, . + ~Zk' OZk' + OZk . ~Zk . + OZk . OZk . ) 2 I,J J,I ,I ,J ,I ,J ,I ,J 

A variation of the Green-Lagrange strain tensor is 

1+~'Eij = oEij 

1 - - 1 - -I - -
= 2" (oZi,j + OZj,i + OZk,i OZk,j + OZk,i OZk,j + oZk,i OZk,j + OZk,i OZk,j ) 

. CO' t- 0 SInce Zi= gIves OEij= . 

(48) 

(49) 

(50) 

Using these definitions, the nonlinear equation of Eq. 46 can be written in incremental form 

as 

- (51) 
forallzeZ 

where oCijrs is the incremental material property tensor, and oeij and OTJij are the linear and 

nonlinear parts of OEij' respectively [22, 27]. If Eq. 51 is linearized by assuming oEij=Oeij'an 

approximate equation can be obtained, 

IIoQ ocijrs Oers O;ij °dO+ I IOQ ~Sij O~ij °dO = ..eit.) -I IOQ ~Sij O;ij °dO. 

with the incremental constitutive law 

OSij = oCijrs Oers 

-
forallzeZ 

(52) 

(53) 
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The right side in Eq. 52 represents the out-of-balance virtual work results from the linearization 

performed to derive Eq. 52. The solution step with the incremental Eq. 52 is repeated until the 

out-of-balance virtual work is zero, to within a certain convergence measure [27]. 

Define the first and second terms on the left side of Eq. 52 as the linear strain energy form 

Au and the negative of the nonlinear strain energy form Du, respectively. Also, define the 

linearized total strain energy form a;: as [22] 

a ~ ( tz; z, z) '" Au( iz; z, Z ) - Du( tz; Z, Z ) 

Then Eq. 52 can be rewritten as 

a~ (tz; Z, z) '" Au( tz; z, z) - Du( tz; z, z ) 

and, from Eqs. 49, 50, and 52, 

Au( tz; z, z) '" J Jon OCiirs( oZr,s oZi,i + bZk,i oZr,s OZk,i + bZk,r OZk,s OZi,i 

and 

(54) 

(55) 

(56) 

(57) 

The fact that the incremental material property tensor oCijrs and the material property tensor 

~Cijrs are symmetric with respect to their indices has been used in Eqs. 56 and 57. Thus, the 

linearized total strain energy bilinear form a:(tz; ., .) of Eq. 55 is symmetric in its arguments 

[27]. The constitutive law 

(58) 

and the Green-Lagrange strain-displacement relationship in Eq. 47 are used in Eq. 57. 

Stability Equation 
Consider a structural system with the equilibrium path as shown in Fig. 4. The critical 

limit point in Fig. 4 is a relative maximum point in the nonlinear load-displacement curve. This 

point defines the boundary between the pre buckling and the postbuckling equilibrium paths. 

Eicenvalue Problem 

Various eigenvalue problems have been suggested to evaluate the stability of nonlinear 

structural systems [28-30]. The estimated critical load factor of nonlinear structural systems can 

be obtained by solving the eigenvalue problems at a prebuckling equilibrium configuration. The 

mathematical derivation of the eigenvalue problem follows from the incremental equilibrium 

equations; i.e., the left side of Eq. 55 vanishes at the critical limit point since the out-of-balance 
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virtual work is zero. With the total displacement crz at the critical limit point t=cr, the stability 

equation becomes 
-

for all Y E Z (59) 

where the incremental displacement z in Eq. 47 is replaced with y to distinguish this from a real 

incremental displacement z. The existence of a nontrivial incremental solution y of this 

nonlinear equation serves to identify a point of instability. That is, if the final equilibrium 

configuration is not the critical limit point, the solution y of Eq. 59 must be zero. 

P 
10 

LoadP 

Postbuckling 

Displacement I z 

Figure 4 Equilibrium Path of a Nonlinear Structural System 

To estimate the critical load, it is necessary to evaluate the left side of Eq. 59 at the 

projected critical limit point, using available information at a prebuckling equilibrium 

configuration at time t::;cr. Utilizing information at the prebuckling equilibrium configuration at 

time t, Eq. 59 can be rewritten as an eigenvalue problem. Two common approaches - one- and 

two-point linear eigenvalue problems - are formulated in variational forms [28-30]. In this 

paper, the one-point eigenvalue problem is used for design sensitivity analysis [28, 29]. For 

DSA that uses the two-point eigenvalue problem, see Ref. 30. By linearizing the nonlinear 
relationship between the negative of the nonlinear strain energy form Du and the additional load 

increment, Du at the critical limit point is approximated by 

(60) 

with t~ representing the estimated critical load factor at the prebuckling equilibrium configuration 

time t. By neglecting variations in the linear strain energy form Au due to a loading change, 

(61) 

Equation 59 then becomes the one-point linear eigenvalue problem, 
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t - t t -
Au( z; y, y) - ~ Du( z; y, y) = 0, 

-
for all YEZ (62) 

where t~ is the lowest eigenvalue of the eigenvalue problem, and y is the corresponding 

eigenvector. Note that t~ is a function of design variable u and that t~;?:l. If the total applied 
load vector Ip is equal to the critical load vector Per=lp, then t~=l and Eq. 62 is the same as Eq. 

59. 

Stability Equation 

To obtain the actual critical load factor, assume that the magnitude of the intended total 
applied load vector Pto is larger than the magnitude of the critical load vector Per and that the 

critical load vector Per is equal to the applied load vector tp at the critical limit point at time t. 

Note that the load vectors Per' Pto' and Ip have the same directions, since they are assumed to be 

proportional loadings. The magnitude of the critical load is unknown before the system is 

analyzed. With the total strain energy au at the prebuckling equilibrium configuration at time 

t=cr and the load form l u' which is the virtual work done by the intended total applied load 

vector Pto' the equilibrium Eq. 46 can be rewritten as (note that it is assumed that the critical 

limit point occurs at t) 
-

for all Z E Z (63) 

where the actual critical load factor ~u is defined as the ratio of the magnitude of the critical load 

vector Per=1p to the magnitude of the intended total applied load vector Pto' i.e., 

~=~~ 0~ 

The actual critical load factor ~u can be evaluated only after the critical load is known. Note that 

~u is a function of design variable u and that ~u~l. If the total applied load vector Pto is equal to 

the critical load vector Pcr=lp, then ~u=l, and equilibrium Eq. 24 is the same as equilibrium Eq. 

7. 

3.2 Sizing DSA of Static Response 

In this section, the linearized incremental Eq. 55 is used to obtain the first variation of the 

nonlinear equilibrium equation with respect to sizing design variables such as cross-sectional 

geometry of truss/beam and thickness of membrane/plate. Both the adjoint variable and direct 

differentiation methods are presented for the static response. Using the adjoint variable method 

that parallels the method presented in Ref. 7 for linear structural systems, a linear adjoint 

equation is obtained for each performance measure of which the design sensitivity is to be 

computed. If the finite ele~ent method is used for numerical evaluation, the stiffness matrix of 

the adjoint system is the tangent stiffness matrix of the nonlinear system at the final equilibrium 

configuration. For the direct differentiation method, the first variation of the state is obtained by 
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solving the linear equation resulting from differentiation of the nonlinear equilibrium equation 

with respect to the design variable. If the finite element method is used, the stiffness matrix of 

the linear equation is the same tangent stiffness matrix as in the adjoint variable method. 

Equations of DSA include the effects of large displacements, large strains, and material 

nonlinearities, with appropriate kinematic and constitutive relations. 

Assume the structural system is in the equilibrium configuration at time t for a given design 

u. When the design is perturbed to u+'tBu, the structural system may reach an equilibrium 

configuration at time t+~t. Using Eq. 46, eqUilibrium equations can be written as 
-

for all Z E Z (65) 

and 
-

for all Z E Z (66) 

As the magnitude of the design perturbation tBu becomes smaller, the difference between the 

equilibrium states of the original and perturbed designs will become smaller. Hence, as the 

design perturbation vanishes, so does the difference in state; i.e., ~t~O as t~O. 

Define the first variations of the nonlinear energy and load forms in Eq. 66 with respect to 

their explicit dependence on the design variable u as [22] 

, I - d 1- - I 
Ciou ( Z, z) '" dt au+~&1 ( Z, z) ~=O (67) 

and 

(68) 

where t; denotes the state tz with dependence on t (design variable u) suppressed, and z is 

independent of t. Define the first variations of the solutions of the equilibrium equations at t=O 

with respect to the design variable u as 
I+LI.I ( ) I ( ) , d 1+,:\1 ( .) I I' Z u+tBu - Z U 

Z '" - Z U+tuU ~=O = 1m ---'----'----'--'-
dt ~->O t 

(69) 

Using the above definition, the order of taking the first variation and the partial derivative of the 

response can be interchanged; i.e., (OZi)'=(OZ),j' i,j=1,2,3 [22]. 

Since the energy form au~au in Eq. 66 is nonlinear in t+Lltz, the chain rule of differentiation 

can be used to obtain [22] 

d IMI -]} I ' (I -) • I ,-
- { au~au [ z(u+tou), Z ~O = aau z, Z + au ( z; Z, Z ) 
dt (70) 

For the second term on the right of Eq. 70, the linearization process from Eq. 46 to Eq. 55 has 

been used. By taking the first variations of both sides of Eq. 66 and using Eqs. 68 and 70, 
• I ,- ,- , I -

au ( z; z, z) = .t&l( z) - aau ( z, Z ) , 
-

for all Z E Z (71) 



www.manaraa.com

605 

where explicit expression for a:(tz;z',z) can be obtained by replacing z with z' in Eq. 54. 

Presuming that the state tz is known as the solution ofEq. 65, Eq. 71 is the variational equation 

for the first variation z'. As mentioned before, since the total Lagrangian formulation includes 

large displacements, large rotations, large strains, and material nonlinearities when appropriate 

kinematic and constitutive descriptions are used, Eq. 71 is valid for these cases. However, in 

this paper, only infmitesimal strains are considered. 

For the adjoint variable method, consider a structural performance measure that can be 

written in integral form, at the final equilibrium configuration time HAt with reference 

configuration time 0, 

'II~ = f fDa 9( t+Atz, 0 vt+Atz, U-I'tou) °d(l (72) 

where 
° v+Atz = [ 0 V+AtZ1 , 0 Vt+AtZ2 , 0 v+A'z31 

Taking the first variation of the functional of Eq. 72 with respect to the sizing design variable, 

'ff' , ° 'II = (91 Z + 9 VIZ 0 Vz + 9u OU) dr; 
00 Z 0 (73) 

where g t d a~g J. Since explicit expression for'll' is desired in terms of ou, the first two 
oV z L OZi,j 

terms of the integrand of Eq. 73 must be rewritten explicitly in terms of ou. 

Introducing an adjoint equation in the same manner as for the linear structural systems in 

Ref. 7, i.e., by replacing z' in Eq. 73 by a virtual displacement ~ and equating terms involving 

i in Eq. 73 to the energy bilinear form a:(tz;A,i) defined in Eq. 54, yields the adjoint equation 

for the adjoint variable A, 

for all A E Z (74) 

where a solution A is sought. Since z'eZ, evaluate Eq. 74 at hz' to obtain 

• t 'ff ' , ° au(z;A"z)= (91 z+9 VIZ oVz) d(l 
00 Z 0 (75) 

Since z and A. belong to the same space of kinematically admissible virtual displacement Z, 

evaluate Eq. 71 at Z=A to obtain 
• t I I. I t 

a u ( z; z, A) = .lOu(A.)-80u( z, A) (76) 

Using symmetry of the energy bilinear form a:(tz; 0,0) in its arguments, 

ff ' . 0 ' • t 
(91 Z + 9 VIZ 0 Vz ) dO = .lou(A.) - aOu ( z, A) 

00 Z 0 (77) 

where the right side is linear in OU and can be evaluated once the state tz and the adjoint variable 

A. are determined as solutions of Eqs. 65 and 74, respectively. Substituting this result in Eq. 

73, 

· ff ° . . t 'II = 00 9u OU dO + .lOu(A. ) - aou ( z, A) (78) 
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which expresses the dependence of design sensitivity on the design variation, and the form of 

the last two terms on the right depends on each design component. Explicit expressions for 

these two terms are given in Refs. 22-24 for some prototype structural components. An 

interesting fact is that, even though the original governing equation is nonlinear, the sensitivity 

Eq. 74 and adjoint Eq. 35 are linear and have the same tangent stiffness matrix at the final 

equilibrium configuration. This means that effort to compute design sensitivity will be the same 

for both linear and nonlinear structural systems [23]. 

3.3 Sizing DSA of Critical Load 

In this section, DSA is carried out for the actual critical load factor by taking the first variation 

of the stability equation with respect to sizing design variables. Design sensitivity of the 

estimated critical load factor is given in Ref. 30. Suppose that the design is perturbed by ·diu. 

The new stability equation of the structural system at the critical configuration at time t+~t for 

the perturbed design U+1:/)U becomes 
-

for all Z E Z (79) 

The first variation of both sides of Eq. 79 can be taken to obtain 
-

for all Z E Z (80) 

where a: is the first variation of au with respect to design variables, implicitly through the total 

displacement tz, and is defined in Eq. 54. Since Eq. 80 holds for all ZE Z, this equation may be 

evaluated at z=y, which is the eigenfunction corresponding to the lowest eigenvalue of the linear 

eigenvalue problem ofEq. 62. Then Eq. 80 becomes 
'I • I" , 

Ciou( z, Y ) + au ( z; z, y) = ~ lu( y) + ~u l/iu( y) (81) 

Using Eq. 54 and the symmetry of energy forms A/tz; e, e) and D/tz; e, e) in their arguments, 

a: in Eq. 81 can be rewritten as 
• I' I' I ' au ( z; z, y) ;: Au( z; y, z ) - Du( z; y, z ) (82) 

At the critical limit point with t~=1 and Z'EZ, the right side of Eq. 82 vanishes using Eq. 62. 

Thus, in Eq. 80 with z=y, the second term of the left hand side vanishes and, using Eq. 64, the 

sizing design sensitivity expression of the critical load becomes 
, ,PIc' I ' 

Per = PIc ~ = -,,-) [a/iu( z, y ) -~u l/iu( y )] 
lu-Y 

(83) 

In Eq. 83, 'z is the displacement at the final prebuckling equilibrium configuration. Note that, 

for evaluation of the design sensitivity expression in Eq. 83, no adjoint system is required, 

unlike the design sensitivity analysis of the estimated critical load in Ref. 30. 
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3.4 Example - Vehicle Passenger Compartment Frame 

Consider a vehicle passenger compartment that is modeled as a planar, closed frame structure 

whose outline matches the projections of the two side-frame assemblies on the vertical fore-and

aft body central plane, as shown in Fig. 5 [31]. This finite element model is composed of 45 
equivalent beam members. The moment of inertia (about the axis perpendicular to the xCx2 

plane) and cross-sectional area are equal to the sum of the corresponding members of both side 

frames. The six flexible joints at nodes 5, 11, 17, 26, 33, and 38 in Fig. 5 correspond to the 

six major joint assemblies in each side frame of a passenger compartment. An important 

characteristic concerning the flexibility of a body joint is its nonlinear moment-rotation (M-e) 

relationship. The M-e relationship of joints is given as a piecewise linear curve, as shown in 

Fig. 6. 

® ; Nonlinear Rotational Spring 

Figure 5 Vehicle Passenger Compartment Frame 

For the loading condition, consider the case of vehicle frontal impact by collision with a 

barrier at node 2. During deceleration from a certain speed to zero, a part of the kinetic energy 

of the vehicle is dissipated by the work resulting from a plastic deformation of the front portion 

of the automobile passenger compartment. In this example, it is assumed that the non structural 

weight of 1045 kg (75% of the vehicle sprung mass) and the structural frame weight are 

imposed on the frame as an inertia load in the horizontal direction during the deceleration time. 

Out of nonstructural mass, 35% of the sprung mass is distributed over the bottom rail as nodal 
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masses, while 65% is distributed over the other nodal points. The engine/transmission mass is 

distributed at nodes 1,4, and 5. The mass distribution at each nodal point is shown in Table 3 

for the initial design. 

Moment (kg-cm) 

0.018 Rotation (Rad) 

Figure 6 Moment-Rotation Relation of Joints 

Table 3 Nodal Mass Distribution for Vehicle Compartment Frame (kgx gO) 

Node Mass Node Mass Node Mass 
1 61.005 2 31.046 3 28.567 
4 132.54 5 53.243 6 53.243 
7 15.063 8 15.063 9 15.063 

10 14.514 11 18.159 12 18.159 
13 10.868 14 10.868 15 10.751 
16 10.751 17 5.3800 18 5.3800 
19 21.266 20 21.266 21 21.266 
22 21.266 23 21.266 24 14.337 
25 14.337 26 10.633 27 10.633 
28 16.768 29 16.768 30 16.131 
31 16.313 32 18.581 33 20.306 
34 20.306 35 21.266 36 21.266 
37 18.424 38 7.8010 39 7.8010 
40 21.099 41 21.099 42 18.012 
43 7.8010 44 14.965 45 16.885 
46 18.512 47 15.964 48 22.687 
49 20.355 

* The gravitational acceleration (9.8 rnIsec2) 

Selected design variables are 5 cross-sectional areas of beam members. Element groups for 

each design variable are shown in Table 4. For a fixed cross-sectional type, the moment of 

inertia can be uniquely defined as I = cA2, where c is a constant that depends on the cross

sectional type, and A is the cross-sectional area. In this example, a rectangular hollow cross 

section is used with two geometric ratios fixed between width b and height h, and width b and 

thickness t. In Table 5, properties of 3 rectangular cross-sectional types are given with 
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corresponding design variable numbers. The value of the design vector is [ 100, 100, 100, 

100, 100 ]T cm2. 

Table 4 Design Variable Linking for Vehicle Compartment Frame 

Design Elements Linked Number of Element 
A1 6-15 10 
A2 16-26 1 1 
A3 27-33 7 
A4 34-39 6 
As 40-45 6 

Table 5 Properties of Rectangular Hollow Cross-Sections for Vehicle Compartment Frame 

Cross-section # Design id. h/b tlb c=I/A2 
1 A1, A4, As 1.5 0.075 0.8609 
2 A2 0.5 0.05 0.2866 
3 A3 1.0 0.05 0.7939 

For structural analysis, STIF3 (2-dimensional beam element), STIF39 (nonlinear force

deflection element), and STIF2l (general mass) of ANSYS [9] are used for beam members, 

flexible joints, and nodal masses, respectively. For linear elastic material of the beam members, 

an aluminum alloy with Young's modulus of E=7.4 x lOS kg/cm2 is used. The specific weight 

of 2.69 gram/cm3 is used for the self-weight of beam members. Using the incremental analysis 
method of ANSYS for the initial design, the critical deceleration dcr is found to be between 

3.41278g and 3.41279g, where g is the gravitational acceleration. In other words, the vehicle 
frame buckles when deceleration dcr=3.4l279g. 

The sizing design sensitivity coefficients of the critical deceleration are evaluated using 

design sensitivity expressions in Eq. 83. In structural analysis of the frame, inertia loads of 

structural masses are imposed with the applied deceleration. In particular, the inertia loads due 

to self-weight of the frame are proportional to the cross-sectional areas. In other words, the 
load form ..e u in Eq. 63 depends on cross-sectional areas. 

The last column of Table 6 presents design sensitivity coefficients of the critical 

deceleration with a uniform design for several deceleration levels between d=3.0g and 

3.41278g. The second and third columns represent the lowest eigenvalue and the design 

sensitivity coefficient of the actual critical deceleration factor. As in Eq. 83, the design 

sensitivity of the critical deceleration in the last column is the result of multiplying the applied 

deceleration dig in the first column with the design sensitivity of the actual critical deceleration 

factor al3fa~niform in the third column. 
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The design sensitivity results are verified to be accurate using the finite difference method. 

Design sensitivity coefficients with uniform design at the applied deceleration level d=3.41278g 

are compared with the results of the finite difference method for 3 design perturbations: 5%, 
1 %, and ~.1 %. In Table 7, t:.dc/g is the finite difference of the critical deceleration divided by 

g, and dcJg is the change predicted by the proposed design sensi,tivity method for the 

corresponding design perturbation. The agreements between Mer and da in the last column of 

Table 7 approach 101.4% with 0.1 % design perturbation. As Table 7 shows, the results of the 

finite difference method converge to the results of this work. 

Table 6 Design Sensitivity of Critical Deceleration for Vehicle Compartment Frame 

dig te awaAuniform adcr/aAuniform 

3.00000 2.2622 0.018158 0.054474 
3.40000 1.1532 0.018110 0.061574 
3.41000 1.0694 0.018103 0.061731 
3.41200 1.0362 0.018100 0.061757 
3.41270 1.0117 0.018097 0.061759 
3.41278 1.0024 0.018096 0.061758 

Table 7 Verification of Design Sensitivity of Critical Deceleration Using Finite Difference 
Method for Vehicle Compartment Frame (Applied Deceleration = 3.41278g) 

Area Perturbation dcr/g t:.dc!g ~/g djt:.dcr 
100.0 - 3.41279 - - -
110.0 10.0% 4.00490 0.59211 0.617580-0 104.3% 
101.0 1.0% 3.47290 0.06012 0.617580-1 102.7% 
100.1 0.1% 3.41888 0.00609 0.617580-2 101.4% 

The design sensitivity vector for the critical deceleration factor b with respect to the areas 
Ai' i = 1, 5 at the final deceleration d = 3.41278g is [0.22141D-5, 0.13299D-l, 0.10683D-2, 

0.83548D-4, 0.36434D-2 ]T. At the initial design, the cross-sectional area A2 of the bottom rail 

members (elements 16-26) is most effective for controlling the buckling behavior. The cross
sectional area A2 of the wind shield pillar (A-pillar) has no significant effect on the 

critical deceleration. 

4 Design Sensitivity Analysis and Optimization (DSO) Tool 

In the past few years, the advent of powerful graphics-based engineering workstations with 

increasing computational power has created an ideal environment for making interactive design 

optimization a viable alternative to more monolithic batch-based design optimization. The 

Center for Simulation and Design Optimization at The University of Iowa exploits the multi-
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window environment provided by engineering workstations to develop a highly interactive 

menu-driven system for structural sizing design sensitivity analysis and optimization -- the 

Design Sensitivity Analysis and Optimization (DSO) tool [32-34]. The DSO integrates design 

procedures by letting the designer create a geometrical model, build a finite element model, 

parameterize the geometric model, perform finite element analysis, visualize finite element 

analysis results, characterize performance measures, and carry out DSA. To improve designs, 

design engineers will use the DSO to carry out a four-step interactive design process: (1) 

visually display design sensitivity information, (2) carry out what-if studies, (3) make trade-off 

determinations, and (4) execute interactive design optimization [35]. 

Design parameterization, which allows the designer to define geometry properties for each 

design component of the structural system being designed, is treated as a vital design step in the 

DSO [34]. Design parameterization forces the design, analysis, and manufacturing engineering 

groups to interact at an early stage, and supports a unified design parameter set to be used as the 

common ground for these engineering groups to carry out analysis, design, and manufacturing 

processes. As a result of design parameterization, CAD, CAE, and CAM procedures are tied to 

form a concurrent engineering design environment. Currently, the DSO integrates CAD and 

CAE disciplines. 

4.1 Three Design Stages 

Three design stages, pre-processing, design sensitivity computation, and post-processing, have 

been implemented in the DSO to support structural sizing design. The major goals in the pre

processing design stage are to formulate a design problem by creating a geometric model using 

PATRAN [36], converting the geometric model to a design model through the DSO's design 

parameterization process, generating a finite element model for analysis, and defining structural 

performance measures. In the DSA stage, a design sensitivity coefficient matrix is computed 

for the design problem defined in the pre-processing stage. In the post-processing design stage, 

a four-step interactive design process helps the designer understand structural behaviors at the 

current design and improve the design by utilizing the design sensitivity information computed 

in the previous stage. The three design processes have been integrated using a MOTIF-based 

menu-driven user interface [37]. 

Pre-processing Design Stage 

The pre-processing design stage consists of geometry and finite element model generation, 

design parameterization, finite element analysis, analysis result evaluation, and performance 

measure definition. Figure 7 shows the methodology used in the DSO to support the pre

processing design stage. 



www.manaraa.com

Data Table 

~ 

Data Table 

612 

Geometric Modeler 
Interface Geometric Modeler 

PATRAN PATINT (OSO) 

Finite Element Analysis 
ANSYS/NASTRANIABAQUS 

FEA Result Translation 
ANSPATINASPAT/ABAPAT 

Finite Element Interfaces 
ANSINTINASINT/ABAINT (OSO) 

Gauss Response Computation 
GAUSSCOMP (OSO) 

Analysis Results Display 
PATRAN 

Figure 7 Pre-Processing Stage of the Design Process 

Geometric Model Creation 

PATRAN [37], from PDA Engineering, is used for geometry modeling and finite element 

meshing in the DSO. Line and patch geometry entities are used to model line (truss, beam) and 

surface (membrane, plate) design components, respectively, both of which can be meshed for 

finite element analysis. Material properties as well as boundary conditions are also defined in 

PATRAN. Geometric properties can be defined in PATRAN for the design components with 

fixed geometric parameters. However, design components with thickness or cross-sectional 

size that can be changed during the design process need to be parameterized using the design 

parameterization method provided in the DSO. 

PATRAN allows the designer to access various finite element analysis codes for design 

evaluation by generating analysis input files in specific formats through its model translation 

programs, such as PATANS [38] for ANSYS [9], PATNAS [39] for MSCINASTRAN [10], 

and PATABA [40] for ABAQUS [11]. 

Desi&n Model Creation 

Design parameterization is one of the most important steps in the structural design process. 

The principal functionality of the design parameterization procedure is to define the geometry 

parameters which characterize the geometry model and to collect a subset of the geometry 
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parameters as design parameters. These geometry parameters are defined at end grid points of a 

line design component and at corner grid points of a surface design component. Design 

parameters can be defined among the geometry parameters that characterize dimensions of 

cross-sectional geometry and thickness distribution for line and surface design components, 

respectively. In the DSO, constant and linear design parameterizations, as shown in Fig. 8, can 

be defined. Note that, each dimension that defines the cross-sectional geometry, such as width 

or height in Fig. 8(a), could be treated as a design parameter and is allowed to vary together 

with the same value at both ends (constant parameterization) or different values at the ends 

(linearly interpolated in between). A bilinear thickness distribution can be used to characterize a 

surface design component, as shown in Fig. 8(b). 

Constant 
Parameterization 

Linear 
Parameterization 

(a) Line Design Component 

Bi-linear 
Parameterization 

(b) Surface Design Component 

Figure 8 Constant and Linear Parameterization for Line and Surface Design Components 

By interacting with the user interface menu of the DSO shown in Fig. 9, and the geometric 

model displayed in the PATRAN window, the user can carry out design parameterization for all 

design components of the structural system. The DSO will read the design parameterization 

information from the user's input and generate design specifications for the structure. The 

design specification is then written to the DSO data table for analysis model creation, design 

sensitivity computation, and design improvement in the post-processing stage. 

Analysis Model Creation 

In the DSO, a design model is transferred to an analysis model using the UPGEO and 

UPFEM modules. The UPGEO module maps the fmite element type in the commercial analysis 

codes to the DSO element type, computes element nodal point geometric properties, and 

computes geometric properties at element Gauss points for design sensitivity computation. The 

geometric properties are computed in accordance with design parameterization. The UPFEM 

module then updates the finite element input data file using the nodal geometric properties 

computed by UPGEO to perform finite element analysis. The UPFEM module supports 
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analysis model updates for ANSYS, MSCINASTRAN, and ABAQUS. UPGEO, UPFEM, 

and finite element interface (FEINT, which is described later) make it easy to extend the DSO to 

accommodate other existing finite element codes. 
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Figure 9 Design Parameterization Menu 

The UPGEO and UPFEM modules also facilitate the design optimization process, in which 

design parameters are changed in each design iteration. With these modules, the analysis input 

data file can be updated automatically and efficiently. 

To visualize the finite element analysis results, such as stress contour or deformed shape, 

the result translators provided by PATRAN, such as ANSPAT [38] for ANSYS, NASPAT [39] 

for MSCINASTRAN, ABAPAT [40] for ABAQUS, are utilized in the DSO. Visualization of 

the analysis results in PATRAN plots helps the designer define performance measures. 

Once the finite element analysis is done, the Finite Element Interface (FEINT) module is 

executed to retrieve finite element nodal point responses from the data file of the analysis code. 

Data retrieved by the interface are: (1) nodal displacements, (2) nodal stresses (if possible), and 

(3) eigenvalues and eigenvectors for modal analysis. The interfaces consist of ANSINT for 

ANSYS, NASINT for MSCINASTRAN, and ABAINT for ABAQUS. Element Gauss point 

responses are then computed using GAUSSCOMP. 



www.manaraa.com

615 

Performance Measure Definitions 

Performance measures can be defined using finite element' responses. Based on the 

evaluation of analysis results, engineering concerns, such as high stress spots, clearance, 

natural frequency, or mass, can be identified as performance measures for design improvement. 

Seven different types of performance measures are supported by the DSO: mass, volume, 

displacement, stress, compliance, buckling, and frequency [7]. Performance measure definition 

permits the design engineer to specify the structural performance for which design sensitivity 

information must be computed. 

A subset of structural performance measures can be selected for visual display of design 

sensitivity and what-if studies after the design sensitivity computation is completed. Also, the 

cost and constraints can be defined by combining certain performance measures, with 

appropriate constraint bounds, for trade-off determination and interactive design optimization. 

The DSO user interface menu allows performance measures and cost and constraint functions to 

be defined easily and conveniently. 

Design Sensitivity Computation 
Using the continuum theory of DSA presented in this paper and Refs. 7 and 8, sizing 

design sensitivity expressions can be evaluated numerically. To evaluate design sensitivity 

information, the original and adjoint structural responses obtained from the finite element 

analysis are needed. The procedure of computing design sensitivity information is shown in 

Fig. 10. 

The ADJLOAD module reads the performance measure definition from the DSO data tables 

and computes the adjoint loads for displacement and stress performance measures. The 

FECOM module is used to create an adjoint restart input fIle using the adjoint loads as additional 

loading cases. Since stiffness matrices of the original and adjoint structures are the same, once 

a decomposed stiffness matrix is obtained as the result of solving the original structural 

responses in the pre-processing stage, only backward and forward substitutions are required to 

obtain adjoint structural responses. Compared to the original structural analysis, the adjoint 

analyses are very efficient [7, 8]. However, as the number of performance measures increases, 

the amount of computational resources necessary to carry out the adjoint response computations 

increases significantly. To meet the turnaround requirements associated with an interactive 

design environment, design sensitivity computations can be distributed to a network of 

computers. To distribute the computation, a computation algorithm has been developed [43] 

that relies on a client-server model supported by Apollo's Network Computing System [41], 

Current Programming Support System [42], and standard UNIX features. 
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Data Table 

Figure 10 Procedure of Design Sensitivity Computation 

The finite element interface and Gauss computation modules are executed to compute the 

adjoint responses at element Gauss points. Finally, the SENSYS module reads the perfonnance 

measure defmition and perfonns numerical integration to compute design sensitivity infonnation 

for the structural system. 

Since design sensitivity computation is carried out outside the finite element analysis code 

using finite element post-processing data only, various finite element codes, such as ANSYS, 

MSCINASTRAN, and ABAQUS, can be accommodated for design sensitivity computation in 

the DSO without modifying the fmite element analysis codes. 

Post-processing Design Stage 

The principal objective of the post-processing design stage is to utilize the design sensitivity 

infonnation to improve design through the four-step design process: visual display of design 

sensitivity, what-if study, trade-off detennination, and interactive design optimization. Figure 

11 shows the four-step interactive design process used in the DSO to support the post

processing stage. 

The first three design steps help the design engineer obtain a better design by understanding 

structural behaviors at the current design. The last design step launches commercial 

optimization codes to perfonn design optimization. Depending on the design problem, the 

design engineer will use some or all of the four design steps to improved the design at each 

design iteration. That is, new designs could be obtained from what-if, trade-off, or interactive 

optimization design steps. Once a new design is obtained, the UPGEO module will be executed 

to compute the geometry properties at nodal points for the new design, and UPFEM will update 
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the analysis model for analysis. After finite element analysis results are obtained, design 

sensitivity computation can be performed only for the active constraints of the new design. 

When an optimum design is obtained using the optimization algorithm, the design engineer 

might again display the design sensitivity or repeat the what-if study to identify sensitive design 

parameters that are helpful in defining manufacturing tolerance. 

Sensitivity Display 
DSDISPLAY 

Finite Element Analysis 
ANSY~ASTRAWABAQUS 

Update Analysis Model 
UPANSYSIUPNASTRAWUPABAQUS 

Figure 11 Post-processing Design Stage In the DSO 

4.2 Example - Road Wheel 

A tracked vehicle road wheel shown in Fig. 12 is utilized as an example to demonstrate the 

capabilities and design methodologies developed in the DSO. The objective of this application 

is to vary the thickness of the road wheel in order to minimize the structural volume while 

allowing a certain deformation at the contact point. 

x1 
z 

Figure 12 A Tracked Vehicle Road Wheel 
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Geometric Model Generation 

Because the wheel is symmetric, only half of it is taken for design and analysis. The outer 

diameter of the wheel is 25 in, with two cross-sectional thicknesses; l.25 in at the ring section 

and 0.58 in at the hub section, as shown in Fig. 13. To model the wheel, 216 patches and 432 

triangular finite elements are defined in the geometric and finite element models using 

PATRAN. 

Design Parameterization 

6.75 in 

12.5 in 

Cross-Section of Initial Design 

Figure 13 Road Wheel Geometric Model 

Thicknesses of the wheel are defined as design parameters, which are linked along the 

wheel circumferential direction to maintain a symmetric design. Seven design parameters are 

defined for the wheel along the radial direction as shown in Fig. 14. 

0.58 in 

t=~dP1~ 
dp6 

, , 
... ;... dp7 

f-------+-W I I 
1.25in ~ 

z-.J y 
Figure 14 Design Parameter Defmition for the Wheel 

Analysis Model Generation 

ANSYS plate element STIF63 is employed for the finite element analysis. There are 432 

triangular plate elements and 1,650 degrees of freedom defined in the model, as shown in Fig. 

15 (a). This wheel is made of aluminum with Young's modulus, E = 10.5 X 106 psi, shear 

modulus, G = 3.947 X 106 psi, and Poisson's ratio, v = 0.33. 
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x1 z 

(a) Finite Element Model (b) Defonned Shape 

Figure 15 Road Wheel Finite Element Model 

A deformed wheel shape, obtained from the ANSYS analysis result, is displayed for 

evaluation using PATRAN, as shown in Fig. 15 (b). The analysis results show that the 

maximum displacement occurs at the contact point, node 266, in the y-direction with magnitude 

0.108173 in. The volume of the structure computed by the DSO is 361.94 in3. 

Perfonnance Measure Definition 

The maximum displacement at node 266 in the y-direction and structural volume are 

defined as perfonnance measures for the wheel. 

Desi&n Sensitivity Results and Display 

Table 8 lists design sensitivity coefficients which were computed by the DSO using the 

adjoint variable method and analysis results obtained from ANSYS. 

Performance 
Displacement 
Volume 

Table 8 Design Sensitivity Coefficients 

dp1 
· .045865 

35.1301 

dp2 dp3 dp4 dp5 
·.01553 ·.011015 ·.019515 ·.019420 

26.2068 29.8408 34.8080 47.7519 

dp6 dp7 
· .056306 · .099343 

93.8567 92.4915 

As shown in Table 8, sensitivity coefficients of the displacement perfonnance measure are 

all negative. This result means that increasing wheel thicknesses will reduce the displacement 

measure. However, all sensitivity coefficients of the volume are positive, i.e., increasing wheel 

thicknesses will also increase wheel volume. 
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A PATRAN color plot and a bar chart are utilized to display design these sensitivity 

coefficients. Figure 16 shows the design sensitivity coefficients of the displacement 

performance measure. The contour plot identifies that increasing the thickness at the outer edge 

of the wheel, design parameter dp7, most significantly reduces the displacement performance 

measure. As indicated in the spectrum and y-coordinate in the bar chart, a 1 in increment of 

thickness at the outer edge of the wheel reduces the displacement by 0.0993 in. This influence 

decreases from the outer to inner edges of the wheel. At the inner edge of the wheel, the 

influence increases to about 40% of the maximum value. 

(a) PAmAN Contour Plot 

CIoJ~nl.""'. 1rrGesign Sensitivity DispllY 

.. 1 1 ....... 1 __ .....-+1""" 

. ,. 
·zo, 

~'D . 

. ,0.00+--+---+--
'~~--r--~-~-

.~~--~-~--;-

· .. ,Mf---+--+----1r 
-.. ,»>1---+---+----"1-

., ... , ...... --+--r--+-
' ,DO .,. '." 'DO 

(b) Bar Chart 

.. 
• OG 

Figure 16 Design Sensitivity of Displacement Performance Measure 
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Trade-Off Detennination 

As the design sensitivity results show, a conflict exists between reducing the structural 

volume and maximum defonnation. A trade-off study is therefore perfonned to find the best 

design direction. For this study, the volume performance measure is selected as the cost 

function, and the displacement perfonnance measure is used to define the constraint function, 

with an upper bound of 0.1 in. Notice that at the current design, the displacement performance 

measure is 0.108173 in, which is greater than the upper bound. Therefore, the current design is 

infeasible. The side constraints are defined for all the design parameters with bounds 0.1 and 

10.0 in, as listed in Table 9. 

Table 9 Side Constraint Defmitions for the Road Wheel (Unit: in.) 

dpid Lower Bound Current Value Upper Bound 
1 0.1 0.58 10.0 
2 0.1 0.58 10.0 
3 0.1 0.58 10.0 
4 0.1 0.58 10.0 
5 0.1 1.25 10.0 
6 0.1 1.25 10.0 
7 0.1 1.25 10.0 

Since the design is infeasible, the second algorithm that neglects cost (constraint correction) 

is selected for the trade-off study [44]. The DSO determines a design direction by forming 

forms QP (Quadratic Programming) subproblem, which is solved using the Stanford QP Solver 

[45]. Table 10 shows the design direction obtained from the QP Solver. 

Table 10 Design Direction Obtained from Trade-Off Determination 

dpid Current Value Direction Perturbation % 
1 0.58 0.3596 0.03596 6.20 
2 0.58 0.1218 0.01218 2.10 
3 0.58 0.08638 0.008638 1.49 
4 0.58 0.1530 0.01530 2.64 
5 1.25 0.1523 0.01523 1.22 
6 1.25 0.4415 0.04415 3.53 
7 1.25 0.7790 0.07790 6.23 

What-if Study 

Following the design direction suggested by the trade-off determination (Table 10), a what

if study is carried out again using a step size of 0.1 in. Table 11 shows the approximate cost 

and constraint values using the design sensitivity coefficients and design perturbation. Also, as 

shown in Table 11, finite element analysis is carried out at the perturbed design to verify 

accuracy of the what-if predictions. 
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Table 11 What-if Results and Verification 

Current Value Predicted Value FEA Results Accuracy 
361.941 376.345 376.387 100.3 

0.108173 0.095420 0.096571 91.0 

The same cost, constraint, and side constraint definitions used in trade-off determination 

are utilized in the design optimization, which combines DOT [46], ANSYS, and local sensitivity 

computation and model update programs. After seven iterations, a local minimum is obtained. 

The optimization histories for cost, constraint, and design parameters are shown in Figs. 17(a), 

(b), and (c), respectively. 

Figure 17 (a) shows that the cost function starts around 362 in3 and immediately jumps to 

382 in3 to correct the constraint violation. Then the cost is reduced until it achieves a minimum 

at 353 in3. Also, the constraint function history plot, Fig. 17 (b), shows that an 80% violation 

is found at the initial design, but that the violation is reduced to 65% below the upper bound at 

the first iteration. The constraint function then stabilizes and stays feasible for the remaining 

iterations. At optimum, the constraint is 4% below the upper bound, the maximum 

displacement becomes 0.09950 in, and the design is feasible. Interestingly, the design 

parameter history, Fig. 17(c), shows that all design parameters are descending in the design 

process, except dpl and dp7. Design parameter dpl increases from 0.58 to 0.65 in at the 

optimum, although the most significant design change is dp7, which increases from 1.25 to 

1.44 in to resist deformation. Decrement of the remaining design parameters contributes to the 

wheel volume reduction. The design parameter values at the optimum are listed in Table 12. 

Cost FWlC'tion Hinory 

'\ 
I \ 
I \ 
I 
I 

II \ 
II \ 

1\ 
\. 
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\ 
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(a) Cost Function History 

Figure 17 Design Optimization History 



www.manaraa.com

623 

I 
I 

.",--/-+--+--!I-+--+-+--+-
, .. ~ ~ • ..... 1M ,. 

(b) Constraint Function History 

~ Deslgn"_ .... ory ... 
I-~' ~. 

f .. ~ ", ::;. 
....... 

i">o-. 

" 

..... ,,'" _ .. 
(c) Design Parameter History 

Figure 17 Design Optimization History (Cont) 

Table 12 Design Parameter Values at Optimum 

dE!id Initial Desiiiln 0E!timum Desiiiln 
0.58 0.650 

2 0.58 0.556 
3 0.58 0.512 
4 0.58 0.540 
5 1.25 1.113 
6 1.25 1.053 
7 1.25 1.442 

Post-Optimum Study 

At the optimum point, the designer can still use the four-step design process to get 

significant information about the structural behavior. The design sensitivity plot for the 

displacement performance measure at the optimum design is shown in Fig. 18. The plot shows 
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that thickness at the outer rim significantly affects the maximum displacement at the contact 

point. However, at the other regions, sensitivity coefficients are comparatively small. This plot 

suggests that, in the manufacturing process, restrictive tolerance needs to be applied to the 

thickness at the outer rim since a small error made in the outer rim will exaggerate the 

displacement measure. 

OPTIMUM 

Figure 18 Design Sensitivity of Displacement Perfonnance at Optimum Design 

5 Conclusions 

In this paper, a summary of a recently developed unified continuum DSA method for linear and 

nonlinear structural systems has been presented. Design sensitivities of static and dynamic 

responses of structural systems with respect to sizing design variables are summarized. It is 

demonstrated that the continuum DSA method allows development of a unified structural DSA 

capability that works with a number of well-established FEA codes. Also, it is demonstrated 

that the continuum based DSA method makes it possible to compute design sensitivity of 

analysis results of established FEA codes with respect to geometric design parameters that are 

employed in CAD tools, so that industry standard tools can be exploited in concurrent 

engineering. A DSA and optimization (DSO) tool with a visually driven user interface is 

developed to allow designers to easily perform structural optimum design. A road wheel 

example has been presented to demonstrate the DSO capabilities. 
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Concurrent Engineering Design with and of 
Advanced Materials 

Pauli Pedersen 

Department of Solid Mechanics, The Technical University of Denmark, Lyngby, Denmark 

Abstract: Advanced materials are now used frequently in engineering design and that has 

opened for the possibility of material design. A general characteristic of these materials is that 

they are anisotropic, and this puts new demands on the analysis capabilities and optimization 

methods. In recent years a number of questions have been clarified, and the intention of the 

present notes is to distribute the knowledge gained. Active research areas are also commented 

on, and the concurrent design with a number of different design parameters is put forward. 

Keywords: optimal design / anisotropic materials / laminates / sensitivity analysis / shape 

design / material orientation 

1 Introduction 

Often design parameters are classified under the headings of size, shape and topology; 

mentioned here in order of increasing importance. Design parameters related to materials, to 

some extent, fall outside these classes and are now extensively dealt with due to the rapid 

evolution of a number of new materials such as fibre-reinforced materials and ceramics. Two 

aspects of optimization are then of practical interest -- the influence on size, shape and 

topology design with these materials, and the more or less detailed design of a material for a 

specific purpose. 

The two aspects are not uniquely defined; for example, we may argue that design of ply 

angles in a laminate is design with plies, but if the laminate is defined as a material, then it is 

design of laminate material. Anyhow, it is found valuable to recognize the different aspects. 

A general characteristic of the new materials is that they are anisotropic, and we shall start 

these notes with a classification of constitutive matrices. Although limited to two-dimensional 

problems, this classification includes information that is not commonly available. We shall 

restrict the possible materials only by the constraints of a positive definite, constitutive matrix. 
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Research related to material design has also focused on the very basic sensitivity analysis 

related to elastic strain energy. Many important results are not well known and as it is 

possible to prove these results at the energy level we shall do that. This analysis holds for 

one- ,two- and three-dimensional problems, holds for different models, and holds for 

analytical as well as different numerical solutions. The most important result is the localized 

determination of sensitivities that we often encounter. 

With this basic knowledge we then, in Section 4, treat optimal material orientation for 

plates and discs. Here too, a number of rather general results are available, and we shall 

focus on these rather than on the specific problems. We may say that two-dimensional 

problems are to a large extent solved, but the three-dimensional problems are still a subject of 

intensive research. An interesting result is the co-alignment of principal strains and stresses. 

Size optimization, such as distribution of plate thickness, is naturally influenced by the 

use of anisotropic material but in general the methods of isotropic design are applicable. 

Therefore, in Section 5, we focus on the concurrent design of orientation and thickness. 

Comments on non-linear elasticity and on the limitations of optimality criteria methods are 

given here. 

A short account of the detailed material design, in terms of design of constitutive matrices, 

is given in Section 6. This very active research area already has a number of important results 

available, and we go through a specific example. The idea here is to see this as the third step 

after having first solved the orientational problem and then the total density 

(thickness) problem. 

Finally, in Section 7, the shape optimization based on anisotropic materials are discussed 

and recent solutions shown. The influence from numerical modeling is focused on, i.e., the 

number of elements and the element type in a [mite element model. This naturally leads to the 

concurrent mesh design, a research area we only touch upon. 

The paper is not written as a review paper. It concentrates mainly on the results of 

personal research. However, many groups are presently active in this area and their reports 

should be studied in addition to the present notes. 

2 Classification of Constitutive Matrices for 2D Linear Elasticity 

The reaction to the heading of this section might be that this information must be contained in 

the classical textbooks. However, material anisotropy is seldom treated in great depth and 

even in the well-known reference of Lekhnitskii [1], we cannot find all the results needed for 

optimal design based on anisotropic behavior. Hence, it is our intention to make this section 

self-contained. 
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First of all, what is a constitutive law? Is it described by material parameters alone?, and 

what is a material? The notions are often used as synonyms, and in fact we should add the 

notion of model. A two-dimensional constitutive law is not based on material behavior alone, 

but also depends on the mathematical modeling, i.e., the reduction from three to two 

dimensions, as exemplified by the difference between plane strain and plane stress models. 

Furthermore, the defmition of the concepts of strain and stress influences the constitutive law. 

To be specific,let us define the constitutive law by the constitutive matrix [C] (or by its 

inverse - the compliance matrix) 

(2.1) 

As stated, [C] is symmetric and it is also non-singular. Furthermore, we have indicated in 

Eq. (2.1) that reference to a specific Cartesian x-coordinate system is assumed. 

The concepts of strain energy density u and stress energy density uC (complementary 

strain energy) are defmed by their first variations as 

If linear elasticity is assumed, the definitions (2.2) result in 

u = UC =.!.{ (J}T {e} =.!.{ e}T[C]{ e} =.!.{ (J}T[Crl{ (J} 
222 

(2.2) 

(2.3) 

From the definition of energy density (2.2), it follows directly that [C] must be symmetric and 

positive definite, i.e., all its eigenvalues must be positive. So for all 2D constitutive models, 

we have 

[C] symmetric, i.e., max. 6 parameters and 

Cll > 0 ; C22 > 0 ; C33 > 0 

CllC22 - Cf2 > 0 ; C22C33 - cb > 0 ; 

Cn C33 - Cf3 > 0 ; I [C] I > 0 

(2.4) 
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The conditions for being positive defmite can be written in alternative forms. 

To familiarize ourselves with these conditions, let us write the well-known constitutive 

matrix for isotropic models with only 2 parameters 

(2.5) 

for which the conditions (2.4) give CII > 0 ; cll - Cf2 > 0 ; CII - C12 > 0 or, alternatively, 

(2.6) 

from which we see that C12 < 0 is possible, although often not the case. In plane stress 

Cll = E / (1- v 2 ) ; C12 = vCll and in plane strain Cll= E(l- v) / «1 + v)(I- 2 v)) ; 

Cl2 = vCll / (1- v), so with E > 0 we get -1 < v < 0.5. 

Let us then characterize the most important case of orthotropic models with 4 parameters 

and a specified direction. We note that only along the orthotropic directions are there no 

couplings between shear and normal stresses/strains 

(2.7) 

To be more precise, we choose the larger modulus direction of the two orthogonal directions, 

i.e., C1l > C22 • Then the conditions (2.4) give additional relations C22 > 0 ; 

C33 > 0; CllC22 - Cf2 > 0, and from the last condition follows t(C1l + C22 ) - C12 > O. It 

is often assumed that Cl2 > 0, but this is not generally a real condition. Summing up, 

we have 

Icd < ~Cl1C22 ; 0 < C22 < C11 ; 0 < C33 

(subset0:5C12 <~Cl1C22 <t(C11 +c22 )) 

for the four parameters of the orthotropic models with a uniquely chosen reference axis. 

(2.8) 
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Based on the quantities of the orthotropic constitutive matrix (2.7), we -- in agreement 

with the literature on composite materials (e.g., Jones [2]) -- define practical parameters 
(often termed invariants, which is misleading) 

C1:=i(3(Cn +C22)+2(C12 +2C33 ») 

C2:= t(Cn - C22 ) 

C3:= t(Cn + C22) - 2(C12 + 2C33») 

C4:='l(Cn + C22)+ 2(3C12 -2~3») 

Cs:=t(Cn +C22)-2(C12 -2C33 ») 

(2.9) 

Two of these are of major importance and have a distinct physical interpretation, i.e., C2 

and C3. The difference in modulus between the two orthotropic directions is measured by 

C2. The parameter C3 is of the utmost importance for the optimal design. It has a physical 

interpretation as relative shear modulus and, according to its sign, we classify the constitutive 

law as low or high shear modulus, respectively. From (2.8) we know that for "small" C33 

we have C3 > 0 and from (2.9) we see that for "large" C33 we get C3 < O. Thus 

Low shear modulus: 

C3 >0 i.e., 2C33 <t(Cll +C22 )-C12 
(2.10) 

High shear modulus: 

C3 <0 i.e., 2C33 >t(Cll +C22 )-C12 

(Isotropic C3 = 0) 

This classification is not well known, and it is sometimes argued that C3 < 0 is not 

possible. Most ordinary "materials" give C3 > 0, but constructed materials like laminates can 

easily be designed to have C3 < 0 . 

In a broader perspective, the notion of constitutive matrices is also used for plate 

stiffnesses-in the plane: (2.11) 
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as well as out of the plane: (2.12) 

where [A] is the matrix of extensional stiffnesses, {N} is a vector of plate forces per unit 

length, [D] is the matrix of bending stiffnesses, {M} is a vector of plate moments per unit 

length, and {eO}, {J(} are midplane strains and curvatures, respectively. 

In order to deal with non-orthotropic constitutive matrices, we define, in addition to the 

parameters C1 - Cs in (2.9), 

C6 := t(C13 + C23 ) 

C7:= t(C13 - C23 ) 
(2.13) 

two parameters, that vanish for orthotropic laws. However, the orthotropic directions may be 

unknown and then we need a criterion to test for existence of orthotropic directions. This is 

derived in Pedersen [3] and is expressed using the parameters C2, C3, C6 and C7 (based on 

any reference axis) as 

(2.14) 

If (2.14) is satisfied, we choose the direction of orthotropy for which C2 > O. If (2.14) 

is not satisfied, we have a non-orthotropic constitutive matrix but still need a specific 

reference axis for comparison of equal constitutive matrices which may, in reality just be 

mutually rotated. No clear tradition for selection of this direction seems to be available in 

the literature. 

In our studies, we have chosen the direction which maximizes Cll , i.e., 

Max (Cll = Cll (r») for 0 ~ r ~ n 
r 

and in most (but not all) practical cases, this is uniquely determined by 

from which follows a general constitutive matrix 

(2.15) 

(2.16) 

(2.17) 
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This constitutive matrix is positive definite with the conditions 

0<C22 ; 0<C33 ; IC121<~ 

IC231 < ~C22C33 - C?2C33 / Cll 

to simplify (2.1) and (2.4). 

The results of this section as a whole are shown in Figure 2.1. 

(2.18) 

Before ending the section, we shall list the transformation formulas for constitutive laws 

from x-coordinates to y-coordinates as defmed in Figure 2.2. Generally we have 

(Cll )y = i (C ll + C22 )X + (C2 )x cos(2y) 

-(C3 )x(1- cos(4y» + (Cs)x2sin(2y) + (C7 )x sin(4y) 

(C22 )y = i(Cll + C22 )x - (C2 )x cos(2y) 

- (C3 )x(1- cos(4y» - (Cs)x2sin(2y) + (C7 )x sin(4y) 

(C12 )y = (C12 )x + (C3 )x(1- cos(4y)) - (C7 )x sin(4y) 

(C33 )y = (C33 )x + (C3 )x(1- cos(4y»- (C7 )x sin(4y) 

(C13 )y = -i(C2 )x sin(2y) - (C3 )x sin(4y) 

+ (Cs)x cos(2y) + (C7 )x cos( 4y) 

(C23 )y = -i(C2 )x sin(2y) + (C3 )x sin(4y) 

+ (Cs)x cos(2y) - (C7)x cos(4y) 

If the constitutive matrix is orthotropic in the x-coordinates it simplifies to 

(Cll)y = (C1)x + (C2)x cos(2 r) + (C3)x cos( 4r) 

(C22 )y = (C1)x -(C2)xcos(2r)+(C3)xcos(4r) 

(C12)y = (C4 )x - (C3)x cos(4r) 

(C33)y = (Cs)x -(C3)xcos(4r) 

(C13)y = -t(C2)x sin(2r) - (C3)x sin(4r) 

(C23}y = -t(C2)x sin(2r) + (C3)x sin(4r) 

(2.19) 

(2.20) 
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Figure 2.2. The Specific Reference Axis Xl and a Relatively Rotated Coordinate System 
YI;Y2' Angle r defined from Xl to YI, positive anti-clockwise. 

Note that the definition is from the orthotropic direction and that the rotation angle r is 

measured positive anti-clockwise. Alternative definitions are found in the literature. 

Based on the transformations (2.19) we can prove the postulate (2.16) and see its 

limitations. The condition of CII > C22 gives 

(2.21) 

with C2, C6 from the arbitrary coordinates. (From directions X we have r = 0, i.e., 

(C2)x > 0). The condition of stationarity for Cll gives iJCll / ()r = 0, i.e., 

-2C2 sin2r - 4C3 sin4r+ 4C6 cos2r+ 4C7 cos4r = 0 (2.22) 

and this also holds from the system x, for which r = 0 results in 

(2.23) 

The condition of maximum CII with ()2Cll / ()r2 < 0 gives the relation 

-4C2 cos2r-16C3cos2r-8C6 sin2r-16C7sin2r< 0 (2.24) 
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which in the x-coordinate system for r = 0 reduces to 

(2.25) 

Mostly, there will be only one solution to (2.21), (2.22), (2.24), but this does not hold 

for all possible cases. A direct plot of CII = CII (r) will be most instructive. 

3 Localized Determination of Sensitivity Results 

The results from sensitivity analysis have strong relations to research on optimal design but 

are in reality of much wider importance and applicability. Often the results are derived for 

specific models, and the generality is lost or at least not visible. 

When the quantity for which we seek the sensitivity is related to a global energy quantity, 

we have very simplified results of localized nature. These results will be derived here without 

reference to a specific model and are thus valid for one-, two- and three-dimensional models, 

for analytical calculation, and for numerical model and are valid independent of the numerical 

method chosen, say finite difference, fmite element, or more global Galerkin approaches. 

We shall concentrate on static problems for which the sensitivity results are less intuitive. 

In general this is due to the different nature of the work of the external forces compared with 

the kinetic energy. Let us start with the work equation 

(3.1) 

where W,WC are physical and complementary work of the external forces, and V,Ve are 

physical and complementary elastic energy, also named strain and stress energy, respectively. 

The work equation (3.1) holds for any design h and therefore for the total differential 

quotient with respect to h 

dW dWc dV dVc 
-+--=-+--
dh dh dh dh 

(3.2) 

Now in the same way as h represents the design field generally, e represents the strain 

field and (J' represents the stress field. Remembering that as a function of h, e we have 

W,V, while the complementary quantities We,Ve are functions of h, (J', we then get (3.2) in 

greater detail by means of 
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aw aw de awe awe dU au au de aue aue dU 
-+--+--+----=-+--+--+----
db de dh db du dh db de db db dU db 

The principles of virtual work, which hold for solids/structures in equilibrium, are 

aw au 
-=-
de de 

(3.3) 

(3.4) 

for the physical quantities with strain variation and for the complementary quantities with 

stress variation, we have 

(3.5) 

Inserting (3.4) and (3.5) in (3.3) we get 

(3.6) 

and for design-independent loads 

[ a~ Jxed = -[ aa~ ]fiXed 
stresses str8lns 

(3.7) 

as stated by MASUR [4]. Note that the only assumption behind this is the design

independent loads (NV/(Jo = 0, OWC/(Jo = O. 

To get further into a physical interpretation of (au/dh)fixed strains (and by (3.7) of 

(dUCj(Jo)fixed stresses) we need the relation between external work Wand strain energy U . Let 

us assume that this relation is given by the constant c 

W=cU (3.8) 

For linear elasticity and dead loads we have c = 2, and in general we expect c > 1, Le., we 

lose energy. 



www.manaraa.com

638 

Parallel to the analysis from (3.1) to (3.3) and on the basis of (3.8), we obtain 

ow OW de au au de 
-+--=c-+c--
db de dh dh de dh 

(3.9) 

which for design-independent loads OW/(Jn = 0 with virtual work (3.4), gives 

OW de au de c au 
(3.10) --=--=----

de db de dh l-c dh 

and thereby 

dU au au de 1 [au] 
dh = dh + de dh = 1- c dh flx~ 

slrams 

(3.11) 

Note in this important result that with c > 1 we have different signs for dU/dh and 

(OU/(Jn)fixed strains· 

For the case of linear elasticity and dead loads we have, with c = 2 and 

adding <3.7), 

~~ = -[ ~]flxe.d = [ ~J~ed 
strams stresses 

(3.12) 

For the case of nonlinear elasticity modeled one dimensionally by 

(3.13) 

and still "dead loads" (We = 0) we get c = l+p and thereby 

(3.14) 

This result is applied in Pedersen and Taylor [29], with examples for two

dimensional cases. 



www.manaraa.com

639 

Now let us discuss the localized determination of sensitivities as given generally by 

(3.11). The strain energy is summed over all domains, and the design parameter he is local. 

Then we get 

(3.15) 

where Ee describes the strain field of domain e. The results (3.11) tells that we need not 

calculate au i / dEe' because 

dD __ 1 [aue ] 

dhe 1-c dhe 
(3.16) 

and from (3.15-16) we can again determine the "indirect" effect 

(3.17) 

Eq. (3.17) is the same as Eq. (3.11) for the localized parameter he. For linear elasticity 

and dead loads we have c = 2, and the indirect effect is then twice the direct effect (with 

opposite signs). 

We will often determine the strain energy by the strain energy density Ue and the domain 

volume Ve, i.e., 

De =Ue Ve (3.18) 

We then naturally treat two groups of design parameters, i.e., the ones without influence 

on Ve and the ones without explicit influence on Ue. For the first group, say he is a 

parameter of the constitutive matrix, the sensitivity determination (3.16) simplifies to 

(3.19) 

and for the second group, say he is a thickness or area parameter, the sensitivity 

determination (3.16) simplifies to 
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(3.20) 

In the following we shall apply these general sensitivity results to a number of 

specific problems. 

4 Optimal Material Orientation for Plates and Discs 

In this section our general design parameter h is taken to be the material orientation (J e in the 

domain e. We assume linear elasticity and dead loads (W = 2U) and thus have directly 

from (3.19) 

(4.1) 

For coupled plate/disc problems using traditional symbols from laminate analysis, the 

energy density per plate area uete is given by 

uete =t{eor {N}+HK'}T {M}; 

{N} = [AJ{eO}+ [B]{ K'}; 

{M} = [B]{ 10°} + [D]{K'}, 

and the combined result is 

(4.2) 

(4.3) 

with te for plate thickness, { e° }, [A] for midsurface strains and extensional stiffnesses; and 

{ K'}, [D], [B] for curvatures, bending stiffnesses and coupling stiffnesses. Applying the 

result (4.1) we get 

(4.4) 
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with lie for domain area. Even for the fully coupled problems, this result can be written 

(4.5) 

This follows from the fact that all the matrices [A], [B] and [D] originate from the 

constitutive matrix [C], which, as seen from (2.19), contains only the trigonometric functions 

of Eq. (4.5). 

Before treating the specific and simplified problems, it should be appreciated that 

according to (4.5) we, in the general case, can find at most four different solutions to 

dU / dOe = O. This follows from rewriting dU / dOe as a fourth order polynomial. 

However, analytical solutions are too complicated to be shown here. 

For orthotropic materials and models where only the cosine terms are involved, like C13 = 

C23 == 0 in Eq. (2.20), analytical solutions to dU / dOe are obtainable. Keeping in Eq. (4.5) 

only the sine terms, we have for these (specially orthotropic/balanced) models 

(4.6) 

Stationarity is then obtained for 

0=0' 0=n/2' o =±-21arccos[- U1 ] 
" 2U3 

(4.7) 

and, furthermore, supplementary angles will return the same energy density 

u( n - 0) = u( 0) (4.8) 

when only cos20 and cos40 appear in the stiffness expressions. Thus, the orientational 

dependence is described completely by the interval 0 ~ 0 ~ n / 2. 

Now let us discuss some specific results. First, simply supported plates in pure bending, 

for which the Navier analytical response solutions are available. With a load pressure by 

. m1!Xl . n1!X2 
p = Pmn sm-a-sm-b- (4.9) 
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<1>mn:= 1]!nDll + D22 + 1]~ 2(D12 + 2D33 ) 

1]mn:= (mb) I (na) 

(4.10) 

with the mode parameter 1]mn defined as the ratio between the two actual half-wavelengths. 

The same functional <1> give us eigenfrequencies by 

(4.11) 

where p is the mass density of the plate. Also buckling load, say (NX1 )ct' is described by 

<1> as 

( ) 
1C2 <1> 

NXI cr = t;2-:;:;2 
'Imn 

(4.12) 

Thus, maximizing <t», we at the same time maximize buckling load, maximize frequency, 

and minimize displacements for the same mode, i.e., the same 1]mn. 

The solution which maximizing <1> = <1>( (J) gives as a specific case of (4.7) 

(Jopt = 0 or (Jopt = ±1C/2 or (Jopt = ±-tarccos(-o) 

0.= C2 (7]4-1) = (Cll -C22 ) (114-1) 

. 4C3 (1-6112 + 114) (Cll +C22 -2(C12 +2C33 )) (1- 6112 + 114) 

(4.13) 

where the global best extremum can be located by second order derivatives. The result (4.13) 

is derived in Pedersen [6] and can also be found in the paper by Bert [7] or the more recent 

paper by Muc [8]. We note from the definition of the optimization parameter 0 that two 

inverse cases of 111 and 1]2 = 1111 have opposite signs of 0 and thereby give rise to 

complementary angles. The results are thus fully explained in Figure 4.1. 

The result in Figure 4.1 can be directly explained in physical terms. When the 

deformation wavelength is large in a certain direction, then the fibredirection should be 
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perpendicular to that direction, i.e., (J = 0 0 or 900 , respectively. At a certain wavelength ratio, 

depending upon material but about 1: 1.8, use of skew fibredirections starts, and with a square 

defonnation pattern, the fibredirection should be in the diagonal direction of the square. 

= 0.8] - - - - = 0.9 -.-._._. = 1.0 
........ = 1.1 
- .. _ .. = 1.2 

i 
different, 
materials 

4~+-------~--------'---------r--'-----r------~ 
0,5 0.6 0.7 O,B 0.9 '.0 

Figure 4.1. Optimal Orientation as a Function of the Mode Parameter 71 for Plate Bending 

From an engineering point of view, the main conclusions to be drawn from Figure 4.1 are: 

• The optimal orientation depends mainly on the mode parameter 71. Thus if the 

deformation pattern is known, the optimal fibredirection can be estimated directly. 

Cases of inverse mode parameters 711 = 7121 have complementary solutions 

(J2 = 1C/2-(J1' 

For "extreme" values of 71 the optimal orientation is perpendicular to the 

long wavelength. 

The change of optimal fibredirection to a skew direction is very sensitive to the 

mode parameter. 

• The optimal orientation is rather insensitive to the material parameters. 

The optimal orientation is independent of the position of the ply in the laminate, and thus 

the same for all plies. 

Local optima exist. 

By simple numerical analysis, problems with combined modes - as exemplified by adding 

terms (4.9) - can also be optimized; Pedersen[9] shows such solutions. 
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We shall now move on to the disc problem and specifically treat optimal orientation for 

maximum extensional stiffness. For details see Pedersen [10] and [11]. The description is 

limited to orthotropic material, i.e., Cl3 = C23 = 0 in the principal material directions. 

In agreement with the general result (4.7), the analytical results are very familiar with our 

plate result (4.13). We get 

Y'opt = 0 or Y'opt = ± 1& I 2 or Y'opt = ±tarccos(-y) 

Y-= C2 1+11= (Cll -C22 ) l+en 1el 
. 4C3 1-11 (Cll+C22-2(C12+2C33»)I-enlel 

(4.14) 

where II' is the angle from the larger principal strain direction (leI I > lerr!) to the larger 

modulus direction (C2 > 0, i.e., Cll > C22). The strain ratio is 11 = err I el. The fact that 

1111 < 1 and C2 > 0 means that the optimization parameter y has the same sign as the material 

parameter C3. (Low shear modulus for C3 > 0 and high shear modulus for C3 < 0). 

The second order derivate of the energy density is 

(4.15) 

and with this we obtain the results given in Table 4.1 for solutions of global maximum or 

global minimum. For non-orthotropic materials, analytical solutions are difficult and 

extremum are found numerically, say with Newton-Raphson iterations. A more extended 

analysis than can be shown here, Poulsen [12] offers information about appropriate starting 

points for such iterations. 

Angle Low shear modulus material High shear modulus material 

II' C3 >0 C3 <0 

of stationarity 0< y < 1 Y < 1 Y <-1 -1 < Y < 0 

O· Global min. Global min. Global min. Local max. 

±90· Local min. Global max. Global max. Global max. 

cos2 II' =-y Global max. Global min 

Table 4.1. Table for Selection of Optimality Criterion with Respect to Global Minimum or 
Global Maximum of Total Strain Energy 
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The numerical procedure for solving a specific problem is, briefly stated, as follows: 

1) For a given design a finite element analysis gives the actual strain field, i.e., the principal 

strains with the EI direction in each element. 

2) For each element, the optimization parameter Ye is evaluated by (4.14). 

3) Based on Table 4,.1 the new material angle (relative to the EI direction) is determined. 

4) If actual changes are not within a given convergence criterion, return to 1) for a 

new analysis. 

The total number of necessary iterations is normally about 5-10, provided that an extreme 

convergence criterion is not specified. Convergence in terms of total energy is much faster 

than in terms of design variables. 

It is shown in Pedersen [11] that for the optimal design, the principal strain directions are 

aligned with the principal stress directions. Numerically it is found more efficient to redefme 

the material angle relative to the larger principal stress direction as an alternative to the larger 

principal strain direction. 

As our first example we analyze the short cantilever in Figure 4.2, where the results for 

uniform material orientation throughout the model are shown. Two different materials are 

used as illustrative examples. If we optimize with the possibility of local orientation in each 

of the 72 finite elements, we can for the low shear modulus material further minimize the 

energy with a factor 0.51 or maximize with a factor 1.37. For the high shear modulus 

material, the corresponding numbers are 0.86 and 1.53. 

u 

- 90· 

Material L: Umax/l1min = 1.67 

lIlilin at , = ~O,O 

Material H: Ulllu/Ulllin = 1.~8 
UIIU at , = n,O,l 

Ulllin al. ,= 240,5 

o· 

g 

9rt 

Figure 4.2. Elastic Energy for Different Material Orientations 
Upper curve for a low shear modulus material (Cll = 8 ; C22 = 4 ; Cl2 = 1; C33 = 0.5) and lower curve for a 

high shear modulus material (Cll = 8 ; C22 = 4 ; C12 = 3 ; C33 = 3.5). 



www.manaraa.com

646 
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5 Thickness Distribution and Optimality Criterion 

After the unconstrained optimization problem of orientation, we now treat the also simple 

class of optimization problems, characterized by only a single constraint. The actual 

constraint is a given volume V, i.e., 

V-V=I~-V=I~~-V=O 
e e 

(5.1) 

The domain volume, area and thickness are Ve, ae and te, respectively. 

The necessary optimality criterion with only a single constraint is proportional gradients 

for all design variables. When the objective is to minimize strain energy U by thickness 

design this criterion gives 

dU (]V 
-=A- foralle 
Ole Ole 

(5.2) 

where A is the common factor of proportionality. From the general sensitivity results, say 

(3.20), we have 

(5.3) 

and inserting (5.1) and (5.3) in (5.2) we get directly the well-known criterion of constant 

energy density, equal to the mean energy density ii 

ue = ii for all e (5.4) 

This optimality criterion is derived by Wasiutynski [5] as early as 1960. 

Solutions which satisfy (5.4) may correspond to maximum or minimum or just 

stationarity. Furthermore, the extremum may be local or global. Lastly, the existence of a 

design satisfying (5.4) is not proven, and a procedure for obtaining such a possible solution 

still has to be described. 
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How is a thickness distribution that fulfills (5.4) obtained? We shall discuss a practical 

procedure, Rozvany [13], which is based on a number of approximations. Firstly, we 

neglect the mutual influences from element to element, i.e., each element is redesigned 

independently (but simultaneously) 

(5.5) 

Secondly, the optimal mean energy density ii is taken as the present mean energy 

density ii. Thirdly, the element energy Ue is assumed to be constant through the change ~te 

and then, from (5.4), we get 

Ve (1 + ~te / te) 
ii, i.e., 

(5.6) 

~te = te (ue - ii) / ii or (te )next = te Ue / ii 

A relaxation power, say 0.8, is normally introduced in the formulation. It is natural to ask 

why the gradient of element energy is not taken into account 

(5.7) 

but this is explained by the fact that although au / ate is known from (5.3), the gradient of 

the local energy (the element strain energy) 

aue _[aue] [aue] Je 
ate - ate fixed strain + Je ate 

(5.8) 

is more difficult to determine. The two tenus in (5.8) have different signs, and the other 

neglected terms au e / ati for e *" i may also be of the same order. 

Although the procedure (5.6) mostly works rather satisfactory, we shall now extend our 

analysis to the coupled problem. The redesign procedure provided by (5.6) neglects the 

mutual sensitivities, i.e., the change in element energy due to change in the thickness of the 

other elements. These sensitivities can be calculated by classical sensitivity analysis. Assume 

that the analysis is related to a finite element model 

[S]{D} = {A} (5.9) 
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where {A} are the given nodal actions, {D} the resulting nodal displacements and 

[S] = L [Se] the system stiffness matrix accumulated over the element stiffness matrices [Se] 
e 

for e = 1,2, ... ,N. 

Let te be without influence on {A}, we then get 

(5.10) 

where the right-hand side {Pel is a pseudo load, equivalent to thickness design change. 

Knowing a{D}/Ote it is straightforward to calculate atJi/ate. Generally, the computational 

effort involved corresponds to one additional load for each design parameter. 

Then, with all the gradients aui/ate available, we can formulate a procedure for 

simultaneous redesign of all element thicknesses 

{ t } next = { t } + { ~t } (5.11) 

that takes the mutual sensitivities into account. In agreement with the optimality criterion 

(5.4) we change towards equal energy density ii in all elements. Formulated in terms of 

strain energy per area, we want 

(5.12) 

or in matrix notation 

{ut} + [V(ut)]{ ~t} = ii[{ t} + {~t}] (5.13) 

with solution 

{~t} = [[V(ut)] - ii[I]t {(ii - u)t} (5.14) 

The gradient matrix [V (ut)] consists of the quantities a( uete) / Uti' Note that with the 

assumption of fixed element energy, the strain energy per area is unchanged, i.e., 

[V (ut)] = [0] and we get the simple redesign formula (5.6). 
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An alternative formulation would be Newton-Raphson iterations directly on 

energy densities 

( _) ~ J(ue-ii) 
ue - u + f-' dt. ~ti = 0 for e = 1,2, ... 

1=1 1 

(5.15) 

or, in matrix notation, 

[Vu ]{~t} = ii{l} - {u} (5.16) 

Here, the gradient matrix [V u] constitutes duel (}\i. An interesting formulation is obtained 

when we multiply every row e with area ae and get 

[V(ua)]{~t} = {(ii - u)a} (5.17) 

The present matrix is now symmetric, which, to the author's knowledge, is not well 

known. Remembering that ueae = U e / te, we prove this directly from (5.3) 

J2U J(Ue / te) 
--= 
dtedti dti 

a2u a(ui / ti) 
--= 

(5.18) 

dtidte dte 

[V(ua)]T = [V(ua)] (5.19) 

The two specific examples optimized with respect to material orientation shall now be 

optimized, with respect to only thickness distribution, and then simultaneously with respect to 

thickness and orientation. These examples are taken from Pedersen [14]. In all the figures 

we have used the same way of visualizing the results. The design is characterized by 

thickness and orientation, which are shown by hatching the triangular finite elements in the 

direction of the larger modulus direction and with the hatch density proportional to the 

thickness. Dark areas are therefore areas with large thicknesses. The response 

is characterized by the distribution of the strain energy density and by the direction of 

the larger principal stress. The technique of hatching is again used with hatch 
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direction equal to principal stress direction and with hatch density proportional to strain 

energy density. Dark areas are therefore areas with energy concentration. 

The cantilever example shown in Figure 5.1 is based on a 720 element model, with 

constant thickness and orientation in each element. For the uniform cantilever the mean and 

the maximum values of energy density are 787, 32919 (relative measures of stiffness and 

stress concentration). Only thickness optimization gives 414, 450, which means stiffness 

improved by a factor 1.9 and almost no energy concentration. With simultaneous thickness, 

orientational optimization we obtain 181, 199, i.e., a stiffness improved by a factor of 4.3. 

Figure 5.1. Upper: The Optimal Thickness Distribution for the Uniformly Loaded 
Cantilever, Which in Figure 4.3 is Shown with Orientational Optimization Alone. 

Lower: The Combined Thickness and Orientational Optimization. 

The results for the bending loaded knee example are illustrated in Figure 5.2 and again we 

conclude that both thickness and orientational optimization need to be performed. The 

specific values for the uniform model are Umean, Umax = 726, 5002; optimized only for 

thickness distribution we get 287, 328 and simultaneous thickness; orientational optimization 

gives 151, 161. Totally, we can thus gain a factor of 4.8 for stiffness and almost eliminate 

energy concentration. 
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Figure 5.2. Upper: The Optimal Thickness Distribution for the Bending Loaded Knee, 
which in Figure 4.4 is Shown with Orientational Optimization Alone. 

Lower: The Combined Thickness and Orientational Optimization. 
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6 Detailed Material Design 

The orientational design in Section 4 and the thickness design in Section 5, in fact show how 

to use advanced materials. The detailed design of the constitutive matrix is also a very active 

research area, as documented by the works of Lurie, Fedorov & Chekaev [15], Kohn [16], 

Bendsj/le [17], Diaz and Bends!2Se [18], among others. 

We shall here focus only on the objective of maximize stiffness (minimize strain energy) 

based on orthotropic materials classified as low shear modulus materials. In reality we shall 

go directly to the material model from the above-mentioned references, as illustrated in 

Figure 6.1. 

The total, relative volume densities Pe give the total volume V by 

/. '//. 

'//0 '//, 

'//, '// if. 

/.. '// 

'//. ~ [// reI 

reI 
V//. '/// 

ative density ~ 

"crossings" (~ 

ative density ( 

o < ~ < 1 

0< « 1 

Figure 6.1. A Material Model with Two Directional Densities 

(6.1) 

where V e is the maximum volume of domain e. In principle, Pe acts like the thickness in 

Section 5. Often we shall omit the domain index e, and the relations of the directional relative 

densities ,,~ are 

(6.2) 
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From Bends~e [17] we take the orthotropic constitutive matrix, expressed in known 

modulus E and Poissons ratio v and in the directional parameters ,,~ , as 

[C]=[ [c] ; g] 
0; 0 ; C33 

[C]=~[1 ; 13]. [C]-1 =_1 [a 
a - 132 13 ; a ' E~ -13 

(6.3) 

a= ~2 + ~(1- ~)"; 13 = ~v 

and we assume the major principal axis chosen by 

(6.4) 

The conditions of positive definite and limited [C] are satisfied for 

(6.5) 

With the assumptions given, we know from the orientational results that the larger 

principal modulus direction should optimally be the same as the direction of the numerically 

larger strain eI (leI I > lelll)· Therefore with strain ratio -1 < 1]:= ell leI < 1, the strain energy 

density is given by 

u=teI{I;1]}[c1{~}eI or 

u = t e; E~ 2 (1 + 2131] + a1]2 ) 
(a- 13 ) 

(6.6) 

We know that principal stresses are generally also in the same direction, and for the 

present case it is proved that the numerically larger principal stress 0'1(10'11> 100lll) match with 

eI' Thus expressed in stresses and stress ratio -1 < J.l: = O'll / 0'1 < 1 we have from (6.3) 

(6.7) 
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These are the results from the orientational optimization. Next. in the same way as in the 

thickness optimization. we have 

U= lUe = lUeVePe 
e 

(6.8) 

and thus. with (6.1). again the result of uniform energy density equal to mean energy 

density ii 

Solution by optimality criterion iterations can thus give us Pe for e = 1.2 •... 

Lastly. we come to the detailed design. Knowing Pe. then how to optimize 'e~e? 

We again have a single constraint problem (omitting index e) 

Minimize U = u V P 
over ,.~ 

with constraint P =, + ~ -,~ 

(6.9) 

(6.10) 

Derivatives with respect to the constraint are stated in (6.2) and derivatives with respect to 

u can be found from (6.6) to be: 

au I a, = (1- ~)(1 + ~vl1f IN 

N=(I_~+'~(I_V2))2 

au I a~ = [,(1- ,(1- V2))+2'Vl1 

+712[(1- ~f + '~(2(1- ~)+ ~V2)+ ,2~2(1_ v2)]]1 N 

(6.11) 

Then. by means of (6.11) and (6.2). the optimality criterion of constant ratios between 

objective and constraint gradients 

(6.12) 
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gives the equation of optimality 

(1-t,;)(1+l;u11)2 =t,;(1-t,;(1-u2))+2t,;u" 

+112 [ (1_1;)2 + t,;1;( 2(1-1;) + l;u2) + t,;21;2(1_ U2)] 
(6.13) 

With the help of the MATHEMATICA programme, it is possible to find that (6.13) 

correspond to the product of two linear equations 

[(1- ')+ v, + 11(1 + ~(' -1)(1 + v))] x 

[(1- ') - v, -11(1 + ~(' -1)(1- v))] = 0 
(6.14) 

and thus we have with (6.2) and (6.4)-(6.5) an analytical solution, see Jog, Haber and 

Bends~ [30]. 

In the stress formulation (6.7) the results are more simple to derive, and we get the final 

results after little algebra: 

(6.15) 

in terms of the total relative density p and stress ratio JI.:= O"n 10"1. 

In the paper by Thomsen [19] concurrent density and orientational design is solved with 

constraints on a cost defmed functional. 

7 Shapes for Minimum Energy Concentration 

The problem of shape design for minimum energy concentration is highly nonlinear and must 

be solved iteratively. Thus, we can immediately convert the problem into a sequence of 

problems of optimal redesign, i.e., how do we change a given shape into a better 

"neighboring" shape? The solution to this involves three steps: finite element strain analysis 

for the given shape - sensitivity analysis with respect to the parameters Ci describing the 

design - and optimal decision of redesign. 

In mathematical terms, the objective of our shape design is to 

Minimize Maximumu (7.1) 

(over feasible shapes) (over the SbUCturai space (x) and load cases) 
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where u is the strain energy density. Choosing u as our objective can naturally be 

questioned, but alternative objectives can be treated in a similar way. 

Converting (7.1) to a Min-problem, concentrating on redesign by design parameters ~ci' 

and including -- for computational reasons -- an area (volume) constraint A = A, we have the 

actual redesign formulation 

Minimize 
(within move-limits onllcil 

umax subject to 

du{x) (JA -
U(X)+L--~C'-u <0 A+L-~C·-A=O i Oci 1 max -, i Oci 1 

where Umax is a further unknown to be determined. 

(7.2) 

Specifically, we shall concentrate in this section on the two dimensional problem of a 

biaxially loaded hole. The extensions relative to earlier works [20-22] are to study the 

influence from orthotropic material behavior, although still assuming linear elasticity. The 

studies by Lee, Kikuchi & Scott [23] and by BAcklund and Isby [24] are also related to shape 

optimization with anisotropic materials, but in all very few papers are published on the 

subject. We also shall study the influence of finite element modeling and compare the 

solutions based on elements with constant and linear strain assumptions, respectively. 

Extensive details can be found in the M.Sc. thesis [25], written in Danish, and the present 

section is closely related to the paper Pedersen, Tobiesen and Jensen [26]. 

The techniques used for the design description, for the finite element modeling, and for 

the sensitivity analysis, have proved accurate, robust and effective. Therefore, a number of 

detailed comments on the methods are included. 

Design Parameters and FE Model. The success of shape optimization depends to a 

large extent on the chosen design parameters, i.e., the description. Many possibilities exist 

and we use a global description that enforces smoothness and desired connections to 

neighboring shapes, as exemplified by symmetric requirements. Other possible descriptions 

are by local methods, for which such requirements are enforced as constraints. 

In the early works [20-22], cylindrical coordinates for 2D problems and polar coordinates 

for 3D problems were applied. These descriptions, although successfully applied, certainly 

have some limitations, so a generalized description was introduced in [27]. In two 

dimensions, the shape to be designed is a curve C, mathematically described by 

I 

C=Co + LCifi(s) 
i=l 

(7.3) 
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The basic curve Co may be given or perhaps depend on some (preliminary) design 

parameters, as in the case of a superelliptic curve Co in a XI,X2 Cartesian system 

(7.4) 

where the half-axes a, b and the power n are design parameters. The further design 

parameters for C are the factors Ci that give the linear combination of the preselected 

modification functions fj(s), where s is the natural parameter for the curve Co. 
We choose the functions fj(s) to be mutually orthogonal; on the basis of their physical 

background (beam vibrational modes), we can control smoothness, slopes, connections and 

know clearly the details that we are unable to describe. Mostly four-five functions, i.e., 

1=5 in (7.3), are enough. 

For the quarter hole models to be shown later, the natural functions to choose are 

f i (s) = sin( YiS) - sinh( YiS) + ki (cos( YiS) - cosh( YiS)) 

k i:= (cos( YiS) - cosh( YiS)) / (sin( YiS) + sinh(YiS)) 

Yi given by cos( Yis)cosh( YiS) = 1 

where S is the length of Co. These functions satisfy the boundary conditions 

In Figure 7.1, we illustrate the description with only two functions f1 and f2. 

b 

L---------------------------~------Xl 

Figure 7.1. Description of a Shape of Design by Basic Curve Co and 
Two Modification Functions, fl and f2 

(7.5) 

(7.6) 
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The [mite element modeling is by no means straightforward, either. A good [mite element 

model is strongly related to the actual problem, which constitutes the design as well as the 

load case. We need to choose elements and a mesh and have to be prepared to perform mesh 

adaption for the individual designs as well as for the changed designs. Automatic mesh 

generation is a necessity. 

In general, our analysis is based on a "deformed" rectangular mesh with each quadrangle 

divided into four triangular basic elements, illustrated in Figure 7.2. The node concentrations 

can be controlled by a few parameters (exponential powers), and a simple scheme for 

automatic mesh adaption (uniform element total energy) has also been worked out. 

Convergence tests confirm the accuracy, and we shall present a comparative study between 

the three-node constant strain triangles and the six-node linear strain triangles. 

Figure 7.2. Illustration of the Mesh Generations 

In Figure 7.3 we show the total model, the quarter part for analysis, and a representative 

[mite element model. 

Sensitivity Analysis and Optimization Procedure. The key information needed 

for the optimal design process is how the strain energy-density u changes with the parameters 

of the shape design, here symbolically denoted by c. With the constitutive matrix [E] from 

{ (]} = [E] { e} (in this section symbol [E] is used because c were chosen for the design 

parameters) and assuming linear elasticity, the strain energy density at a given point is 

(7.7) 

We emphasize here that orthotropy enters only through the matrix [E] and that the 

following derivations are completely analogous to the analyses needed for isotropic materials. 

The derivations are repeated for the sake of completeness of presentation. From (7.7) follows 
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(7.8) 

with [E] symmetric and independent of c . 

u, u, 

Figure 7.3. A Non-Refined Finite Element Model with Pointers on the Actual Design 
Elements, i.e., Elements Influenced Directly by Boundary Design. 

The total model with loads shown on the right. 

From the strain/displacement relation ( E ) = [B 1 (De) follows 

(7.9) 

The partial derivative d[B] / dc is local, meaning that this term will only be non-zero if c 

changes the nodal positions of the actual element. The partial derivative d{ De} / dc is global 

and we traditionally determine it by the pseudo load approach, i.e., from the system 

equilibrium [S](D} = (L), which, with de.sign-independent loads d{L} / dc = {OJ, gives 

(7.10) 
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Then we get the gradient of the design element nodal displacements a{ De} / de , directly 

contained in a{D} / de. 
Very simply, we apply the semi-analytic approach, see Haftka, Giirdal and Kamat [28], 

a[s] [S(c + L\c)] - [S(c)] 
-- .. ~--'-'----"--:""':"'!' 
de L\c 

(7.11) 

This technique is a powerful tool that does not require the details of the analytical 

evaluation of a[S] / de while it does not require the extreme computational efforts of an 

overall fInite difference approach by a{D} / de .. ({ D( c + L\c ) } - {D( c ) } ) / L\c. 

We also use the difference technique to obtain the gradient of the strain/ 

displacement matrix 

a[B] [B(c + L\c)] - [B(c )] 
--a;-" L\c 

(7.12) 

In many cases, central differences are preferred to (7.11) and/or (7.12). The relative 

changes of c are of the order 10-3. 

Only at the critical points, i.e., points of large u, do we perform the analysis to determine 

au / de. It should also be remembered that only elements connected to the shape to be 

designed are included in the semi-analytical analyses (7.11) and (7.12), see Figure 7.3. So 

what may at fIrst seem overwhelming is in fact a fast and simple computer analysis. 

Lastly, in the sensitivity analysis, we need the gradient of model area aA / de. Again the 

difference approach is applied 

aA .. A(c+L\c)-A(c) ~L(A (c+L\c)-A (c)) 
de L\c L\Ce e e 

(7.13) 

with element summation only for connections to the shape of design. 

The optimization procedure used for each design improvement is linear programming with 

move limits. The general technique of converting the Min-max problem into a pure min 

problem is to introduce the further unknown Umax and then constraint the strain energy 

density everywhere to be less than Umax. Details are given in [20] and in many other papers, 

so we will omit them here. 

The Model Problem. A number of interesting parameter studies can be performed 

with the programs developed. We shall concentrate on the biaxial single-load case illustrated 

in Figure 7.2. External stress ratios 0"1 / 0"2 of 3/2 and 3/1 are taken as examples. Material 
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with the xI,X2 axes as orthotropic axes are assumed, and we shall then vary the degree of 

orthotropy. From the law of mixture (see JONES [2] ) the material parameters in Table 7.1 

are taken as examples. 

Material # El/lOllpa E2IlOllpa V12 G12l1011pa EllE2 

I, Isotropic 1.0 1.0 0.3 0.3846 1.0 

II, 5% fiber 3.450 1.052 0.3 0.4044 3.281 

III, 10% fiber 5.900 1.109 0.3 0.4264 5.322 

IV, 20% fiber lO.80 1.244 0.3 0.4784 8.683 

V, 30% fiber 15.70 1.416 0.3 0.5448 11.08 

VI, Extreme 60.914 1.4503 0.3 0.13778 42.00 

Table 7.1. Applied Material Data 

The Isotropic Case. To test the method and programs, the well known result for the 

isotropic materials was firstly recalculated. The both analytically, as well as numerically, 

proven result from [20] is an elliptic shape with half axes proportional to the external stress 

ratio, i.e., for the design parameters (7.1 }-(7 .2) 

n = 2 ; a / b = 0i / (12 ; all Cj = 0 (7.14) 

This result was also obtained with our energy objective, because we have a uniaxial stress 

state at the shape of design. Therefore the squared von Mises stress and strain energy 

densities are proportional here. 

In this case, as for all the following cases, we find almost uniform energy density along 

the designed shape. This is, however, not presumed in our formulation and it cannot be 

expected to be the result with, say, multiple load cases. 

Dependence on Element Model. It is well known and should always be borne in 

mind that we are optimizing the finite element model. Thus, not only the analysis result but 

also the resulting optimal shape could be expected to change with the model. We therefore 

performed a study of the influence of model refinement, in terms of "better" mesh and/or 

"better" elements. A better mesh is obtained with more elements, Le., more degrees of 

freedom and more computer time. Better elements relative to the simple three-node, constant 

strain triangles are the six-node, linear strain triangles. 

No unexpected results were obtained and the shape information from simple models was 

not changed in principle. Thus, refined models are not needed, at least not before the final 

iterations. More detailed optimal shapes were obtained with six-node triangles but, compared 
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at equal computer time, the three-node triangles seems to be "the winner." In Figure 7.4, we 

show the results of comparative studies based on the strongly orthotropic material VI in 

Table 7.1. Note that even with the same number of nodes, the computer time for the model 

with six-node elements will be about four times greater . 

. . . . . . . . . t---.:....:-.:.....:.... :..,:' .~ .... 

number of 
elements & nodes 

--OOTR 532 

............ LOTR 1736 

...... LOTR 532 

1117 

914 

293 

Figure 7.4. Resulting Optimal Shapes with Three Different Finite Element Models 

The Design History. For all the examples the history of iteration is very much the 

same. The necessary number of iterations is between 5 and 10, naturally depending on the 

convergence test. Without comment, Figures 7.5-7.8 illustrate the stability of the method. 

The example relates to material VI, i.e., the strongly orthotropic material and the applied 

stress ratio is 3/1. The only "oscillations" are related to the fact that the design parameters n 

in (7.1) and C! in (7.2) can describe almost the same changes. Being aware of this fact, it 

creates no complications but merely focuses attention on the importance of choosing mutually 

orthogonal design functions as is the case for the fj functions (7.4). 

Influence of Degree of Orthotropy. In Figure 7.9, we show the optimal shape 

designs corresponding to the materials I-V in Table 7.1. The external stress ratio 0'1 / 0'2 is 

3/2. The corresponding values of the design parameters are given in Table 7.2. These values 

relate to the modeling with linear strain elements, 532 elements and 1117 nodes. Refined 

models confmn the results. (For these results the power parameter n could in fact be fixed 

to 2, i.e., a normal elliptic basic curve). In Table 7.3 we compare the optimal shape design 

with the initial designs, which for all cases were the isotropic optimal shape design. 
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Figure 7.5. Design History for the Three Parameters of the SupereJlipse co 
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Figure 7.6. Design History for the Five Parameters of the Modification Functions 

Through the present study, we have seen that the earlier methods for optimal shape design 

with isotropic materials also work effectively when the design is based on the use of 
orthotropic materials. The recommended methods are: global design description finite 
element analysis, semi analytical sensitivity analysis, and linear programming. 
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Figure 7.7. Design History for the Objective, i.e., Maximum Strain Energy Density 
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Figure 7.8. Distribution of Strain Energy Density Along the Shape of 
Design for Three Different Designs 

1.0 

Comparisons related to the refinement of the analysis show that even a course finite 
element analysis gives a rather accurate optimal design. The design description with a few 

global design parameters is the basis for this possibility, and is generally of major importance. 
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Figure 7.9. Optimal Boundary Shapes for Different "Degrees" of Orthotropy 

Male- Design parameters 

rial a b n q/JO"5 C2/10-5 ca/10-5 Cj/10-5 C5/1O"5 ~'JOO% 
umax 

I 3.0092 2.0415 1.9908 0 0 0 0 0 
II 2.7141 2.2999 1.9987 4721.2 331.24 -231.46 -Jl.J08 -2.8422 0.194 
III 2.5529 2.3420 2.0306 5349.2 -212.04 -433.04 32.934 -7.7518 0.335 
IV 2.4563 2.4095 1.9688 8ll5.8 ~70.03 -379.46 146.15 0 1.403 
V 2.4109 2.4387 2.0895 5324.7 -1326.5 -451.93 223.33 -{)8.25 0.376 

Table 7.2. Resulting Optimal Design Parameters and Non Uniformity of Energy at the Shape 

EllE2 3.3 5.3 8.7 ILl 

material II III N V 
Umax initial 1.8 1.6 1.5 1.2 

umax optimal 

Table 7.3. Increase in Maximum Energy Denslty if Isotropic Optimal Shape were Applied 

The objective of minimum-maximum energy density could easily be substituted by an 

alternative objective, sayan experimentally verified strength criterion. Problem formulations 

with multiple load cases and with constraints on displacements as well as on geometry could 

also be incorporated, but the results would then naturally be of only specific interest. 
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It should be noted that the resulting uniform energy density along the optimal shape is not 

enforced in the formulation and cannot be expected with additional load cases and/or 

additional constraints. 

8 Conclusion 

In this tutorial introduction to research results from optimal design with and of anisotropic 

material, we have tried to focus on the more general aspects. 

Our goal is to design concurrently structural shape, pointwise density or thickness, 

material orientation, and the detailed constitutive behavior. However, certain aspects, such as 

material orientation and material density, are given by optimality criteria that hold genemlly. 

Thus, advantageous decouplings are possible and should be utilized. 

The description is restricted to two-dimensional problems, which to a large extent are now 

clarified. Interesting extensions to three-dimensional problems are the subject of active 

research, and connections to topology design are being pointed out. 

It would be fair to say that the use of advanced materials has put optimal design into a 

higher level of application. The present paper is a rather subjective point of view and 

appropriate reference to other research groups is not given. 
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Latin symbols: 

A 

A,Ae 

a 

ae 
b 

Cij 

Cn 

c 

ci 

common factor of proportionality 
total area and area of domain e 

length of plate (in Xl-direction) 

area of domain e 

width of plate (in x2-direction) 
modulus from the constitutive matrix 

practical combination of Cij (n=1,2, ... ,7) 

constant factor between external work and elastic energy 

design parameter 

design shapes 

stiffnesses from the bending stiffness matrix 

modulus of elasticity 

design modification function 
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h,he 
m 

n 

n 

P,Pmn 
s,S 

te 
U,Ue 

w 
we 
w 

x 
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design parameter and local design parameter of domain e 

number of halfwavelength in XI-direction 

number of half wavelength in x2-direction 

power of superelliptic curve 

buckling load 

power of non-linear elasticity 

pressure and pressure coefficients 

length parameter and total length of design boundary 

plate thickness of domain e 

total strain energy and same of domain e 

strain energy density 
total stress energy (complementary energy) and same of domain e 

stress energy density 

total volume and volume of domain e 

displacement field 

work of the external forces 

complementary work of the external forces 

transverse displacement 

structural space 

Greek Symbols: 

r 
r 
!!. 

o 
o 
e 

T/, T/mn 

T/ 
(J 

J.l 
v 

angle of material orientation 

combined optimization parameter for extensions 

incremental prefix 

variational prefix 

combined optimization parameter for bendings 

strain field 

principal strains (leI I > lerr!) 
relative directional volume density 

mode parameter of bending 

ratio of principal strains 

angle of material or plate orientation 

ratio of principal stresses 

Poissons ratio 

relative directional volume density 

relative volume density in domain e 

stress field 
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principal stresses 

response functional of bending 

angle of material from the direction of the larger principal strain 

Vectors and Matrices: 

[A] 

{A} 
[B] 

[B] 

[C] 
[C] 

[D] 

{D} 

[E] 

{Pel 
[S],[Se1 

{e} 

{eo} 

{ K'} 

{ O"} 

extensional plate stiffnesses 

finite element load vector 

coupling plate stiffnesses 

strain/displacement matrix 

constitutive matrix (3 by 3 for 2D) 

constitutive submatrix (2 by 2 for 2D) 

bending plate stiffnesses 

nodal displacement vector 

constitutive matrix (3 by 3 for 2D) 

pseudo load vector 

total stiffness matrix and element stiffness matrix 

strain vector ({ ell ; e22 ; 2el2} for 2D) 
midsurface strain vector 

curvature/bending vector 

stress vector ({ 0"11 ; 0"22 ; 0"12} for 2D) 
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Optimization of Automotive Systems 

Dieter Bestle 

University of Stuttgart, Institute B of Mechanics, Pfaffenwaldring 9, W-7000 Stuttgart 80, Germany 

Abstract: As an example for the optimal design of automotive systems, the problem of 

suspension systems with passive and actively controlled elements is formulated as an 

integrated modeling and design problem. For the modeling part, multibody formalisms are 

applied; the resulting nonlinear programming problem is solved by standard optimization 

algorithms. The missing link is an efficient and reliable procedure for computing gradients. 

Advantages and drawbacks of three different approaches are discussed in detail. Optimization 

of a vehicle with active and passive suspension is performed with respect to riding comfort, 

riding safety, and relative displacements between the wheels and the car body. 

Keywords: multibody system / optimization / sensitivity analysis / simulation / vehicle 

dynamics / active suspension 

1 Introduction 

Passive vehicle suspensions using springs and dampers have been steadily improved over the 

last century. In the past, this was achieved by experimental studies of prototypes and test 

vehicles. With help of experience and intuition, rather good trade-offs between the two 

conflicting tasks of suspension systems, providing comfort and safety, have been found. But, 

due to the time-consuming and costly construction of prototypes, development cycles were 

rather long. 

Only recently, automobile companies have started to switch to a computer-aided design 

process for suspension systems. Analyzing the dynamic behavior and performance of a 

vehicle in a an early design stage can help to shorten the development time significantly. 

Furthermore, introducing active elements in suspension systems is a new challenge which 

cannot be solved by intuition of mechanical engineers only. Tools for a systematic computer

aided design of vehicle suspensions have to be developed. 

In the classical optimal theory approach, active elements of vehicle suspensions are 

designed independently of the passive components using very simple quarter-car models, 

Figure la, e.g., [1]. Applied to a full-vehicle model, such controllers may behave less than 
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optimal due to the missing modeling of roll- and pitch-motion [2]. Only an integrated 

modeling and control design process may help to achieve an optimal behavior of the overall 

vehicle, Figure lb. More realistic models have to be used for adjusting parameters of both 

active and passive elements of suspension systems. 

a) 

active 
component 

b) 

Figure 1. Design of Vehicle Suspension Systems. 
Optimal control theory approach (a) and integrated modeling and control design approach (b) 

Vehicle systems are only one example for a broad class of dynamic systems which can be 

modeled by multibody systems. In this paper, tools for a computer-aided design of such 

systems are described. The tools are integrated in a software-package which may be used for 

performance evaluation and optimization in an early design stage to support 

Concurrent Engineering. 
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2 Actively Controlled Vehicle Systems 

For low frequency motions, the car body, the driver, and the axles can be considered as rigid 

bodies resulting in a multibody system model. The bodies are connected by ideal links and 

coupled by force elements like springs, dampers, and active elements, Figure 2. 

Figure 2. Planar Vehicle Model 

The coefficients of the laws for the force elements may serve as design variables which 

can be varied within given ranges for achieving optimal dynamic behavior. For example, the 

stiffness coefficient c of the spring acting on the wheel set and car body with the force 

Fe = c( Z p - zQ)' the damping coefficient d of a linear or nonlinear damper resulting in a force 

Fd = d(ip - iQ) or F d = d(ip - iQ)3, respectively, or the control parameter da of an active 

element generating the force Fa = dai po But also geometrical data, masses and moments of 

inertia of some bodies may be chosen as design variables. 

For optimization purposes the performance of the suspension system has to be expressed 

by objective functions. This is perhaps one of the most critical parts of formulating the design 

problem, and only experience and experiments can help to achieve coincidence of the 

objectives with the human perception. 

A frequently used measure for comfort is the vertical acceleration Zs of the driver. If the 

driving over a bump is considered as a test, accelerations may be penalized by time to avoid 

long term vibrations: 

t1 

'IIc:= J (t zs)2dt 
to 

(1) 

where [to, t1] is the time interval of interest. Optimal comfort is then expressed by a minimal 

value of 'IIc. 
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Riding safety is related to the dynamic variation of the load between the wheels and the 

road. If the tire is considered as a linear spring, Figure 2, the load is proportional to the 

relative displacement between the wheel and road surface. Thus, a potential performance 

function evaluating safety is 

t l 

'VS:= f(zQ-zR)2 dt. 
to 

(2) 

A constraint on the design of suspension systems is the limited space for relative 

displacement between wheel and car body. A criterion like 

t' ( )6 'VD:= f Zp - ZQ dt 
to So 

(3) 

may be used where So is a predefmed amplitude which should not be exceeded to much. 

These are only a few examples of objective functions used in the literature; each 

application will request its own special definitions. Common to the most of the objectives, 

however, is a typical integral type structure depending on kinematic quantities. This will 

enable us to define a rather general type of objective function. 

3 Optimization of Multibody Systems 

The problem as stated above can be reduced to a nonlinear programming problem [3]. The 

optimum has to be found by an iterative process where each evaluation step involves a time

consuming numerical simulation of the dynamic behavior of the vehicle. In order to keep the 

number of iterations small, highly developed optimization algorithms using gradient 

information should be applied. Therefore, sensitivity analysis is an essential part of the 

design process, bridging the gap between multibody system formalisms for simulation and 

optimization procedures. 

3.1 Design Problem 

The design variables can be summarized in a vector p E JRh The dynamic behavior of a 

multibody system with f degrees of freedom can be described by generalized coordinates 

y E JRf and generalized velocities z E IRf[4]. If values are assigned to the design variables, 

the dynamic behavior of the system is uniquely determined by the equations of motion 

j=z, 
M(t,y,p) i + k(t,y,z,p) = q(t,y,z,p), (4) 
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d<l>0 
det-o-;tO, oy 

. 0 0 0 ° aci>0 <D (t ,y ,z ,p) = 0, det-o-;I!: O. oz 
(5) 

This also detennines the values of the objective functions (1)-(3). A more general fonn of 

this type of criterion is 

t1 

( ) GIll 1 J . 'I' P = (t,y,z ,p)+ F(t,y,z,z,p) dt (6) 
to 

where the final time can be given explicitly or depend on the final state yl = y(t1), zl = z(t1): 

, 
1. 1 1 1 1 ..:. t . H (t ,y ,z ,p) - O. 

Thus, the objective functions can also be considered as functions depending on the design 

variables only, i.e., 'l'e ='I'e(P), 'l's ='I's(p), 'I'D = 'I'D (p). 

(7) 

Minimizing all three criteria simultaneously results in a multicriteria optimization problem, 

e.g., [5,6]. Due to the high computational costs for evaluating the objective functions, it is 

unrealistic to assume that the whole Pareto-optimal set can be found. Thus, the problem has to 

be scalarized resulting in a nonlinear programming problem for finding some of the Pareto

optimal solutions. There are several possibilities to scalarize the problem. The most popular 

are the weighting objectives method, i.e., 

minimize 'I' 

where I/F=W 'l'e+ w 'l's+w 'I'D we +ws +wD =1, ." c. s. D *' 
'l'e 'l's 'I'D 

(8) 

and the trade-off method, e.g., 

minimize 'I' e 

where 'l's ~ lfts, 'I'D ~ lftD· (9) 

With the first method, a weighted sum of the nonnalized criteria is minimized where the 

factors 'I'~, '1'; and '1'; can be the values of the objectives for the initial design or the 

individual minima. It is up to the designer to choose the weighting coefficients 

we' Ws and wD; different choices will result in different Pareto-optimal solutions. 

With the second method, one of the criteria is minimized, e.g., the criterion for comfort, 

where the others are limited by user-defined upper bounds. Variation of the bounds or 

interchange of the objective and the constraints yields different Pareto-optimal solutions. 
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The decision on a particular Pareto-optimal solution to be realized has to be made by the 

designer. The search for Pareto-optimal solutions can be performed numerically by general 

purpose optimization codes which are highly developed for solving the general nonlinear 

programming problem 

minimize f(p) 
peP 

where P = {p e LRhl g(p) = 0, h(p):S; o}. (10) 

Sequential quadratic programming (SQP) algorithms have shown to be superior to most other 

methods, but they require reliable information on the gradients [7]. 

3.2 Sensitivity Analysis 

In principal, the gradient can be computed by three different methods: numerical 

differentiation, the direct differentiation method, and the adjoint variable method. These 

approaches will be discussed with respect to their application to multibody systems. 

The numerical differentiation is a purely numerical method using additional evaluations of 

the objective function for slightly perturbed design variables. The components of the gradient 

are approximated by finite differences, e.g., 

(11) 

where ,1Pk ek is a small perturbation of the k-th design variable. The variations have to be 

chosen carefully with respect to approximation errors and errors in the function evaluation. If 

the function under consideration would be algebraic, the function value for specific values of 

the design variables could be computed within the machine precision. In this case, ,1p could 

be chosen very small, e.g., !:.pk / Pk = -fE, k = l(l)h, where e is the machine epsilon. But 

the objective function (6) can be evaluated by numerical integration with moderate accuracy 

only. Increasing the parameter perturbation adequately will then lead to large errors due to the 

O-order approximation of the gradient which can cause slow convergence of the iterative 

optimization process or a break down. Even for an optimal perturbation the results for the 

gradient are much less accurate than the function evaluation itself. 

Furthermore, applying finite differences to dynamic systems has a second disadvantage. 

Approximating the whole gradient by finite differences requires h additional evaluations of the 

function '" for perturbed parameters, and each evaluation is a time consuming dynamic 

analysis, i.e., a numerical integration of the equations of motion. Therefore, it is desirable to 

have more analytical information on the gradient. This is performed by the direct 

differentiation method and the adjoint variable method. 
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For deriving additional information on the gradient it will be advantageous to use the 

variational theory and index notation with the major rule that summation over all possible 

values of an index is automatically assumed if an index occurs twice in an expression. 

Regarding the function If! as a function of p only, i.e., If! = If!(p), the fIrst variation is 

(12) 

On the other hand, the structure of the objective function can be considered in more detail. A 

variation of the design variables will yield a variation of the dynamic behavior and the fInal 

time. The value of the objective function (6) will then vary by 

(13) 

where p l := P(tl ,yl ,Zl ,il ,p). Without the additional variations of the generalized 

coordinates, velocities and fInal time, a comparison of the two formulations (12) and (13) 

would immediately yield coincidence of VIf!k with the coeffIcients of DPk due to the 

independence of the variations DPk. This is not valid in our case because of the dependence of 

Dyi' &j , and 811 on the design variations which is expressed by the first variations of the 

equations of motion, the initial conditions, and the [mal condition: 

0; - Oz = 0, M oi + oM i + Ok -Oq = 0, 
oq,O = 0, O<i>0 = 0, (14) 

Therefore, terms with dependent variations have to be eliminated. This can be achieved in two 

different ways: elimination of the dependent variations themselves or elimination of the 

corresponding coeffIcients. 

Elimination of the dependent variations is achieved by substituting the definitions 

(15) 

for them in Eq. (13). The (jx h)-sensitivity matrices Yp:=dy/dpandZp:=dz/dp are 

computed from an initial value problem resulting from analogous substitutions in Eqs. (14). 

Figure 3 shows the final result and procedure for computing the gradient. 
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Gradient 

V1jJ = yl T( aGI _ 01 + FI aJf1) + f' yT aF dt 

, (" Ji' ,,' ) ~' " " 
+ Zl T aGI _ 01 + FI aJf1 + J ZT aF dt + J tl a~ dt 

p azl il azl ,. p az fI P az 

+ (aGI _ 01 + FI aJf1) + J" aF dt ap ill ap ap 
. fI 

{'t 
Sensitivity differential equations 

Yp = Zp 
M t = _ a(Mi + k - q) Y _ a(Mi + k - q) Z _ a(Mi + k - q) 

p ay P az p ap 
.(} 

Initial conditions 

~: at/J° r.! = _ at/J° ~: 
a~o a~o a~o -Z2=--r.!--ayO P ap azO P ayO P ap 

Figure 3. Direct Differentiation Method 

This approach is called the direct differentiation method, since the results can also be obtained 

by direct differentiation of the equations of motion and initial conditions with respect to the 

design variables [8]. The equations representing the gradient are exact and can be solved 

simultaneously with the equations of motion with the same accuracy as the objective function 

evaluation. The major drawback of the direct differentiation method is the computational effort 

which is proportional to the number of design variables similar to the numerical 

differentiation. 

The second possibility for eliminating the terms with dependent variations is the 

elimination of their coefficients leading to the adjoint variable method. This is done by 

including the implicit constraints (14) in Equation (13) by means of Lagrange multipliers or 

adjoint variables [3]. For a special choice of these adjoint variables the coefficients of 

dependent variations vanish and a comparison with Equation (12) yields the desired result for 

the gradient. The conditions for vanishing of the coefficients result in algebraic and 

differential equations for the adjoint variables, Figure 4. 

The equations for computing the gradient are also exact and can be solved by numerical 

integration with the same accuracy as the evaluation of the corresponding performance 

function. The major advantage of the adjoint variable method is that the dimension of the 

adjoint differential equations is independent of the number of design variables and identical to 

the number of degrees of freedom. The only drawback is the integration of the adjoint 

differential equations backward in time which requires storage and interpolation of the state 
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Gradient ftl [ . T ] OT ·OT 
VtjJ = aGI _ orl aJll + aF _ a(Mz + k - q) (v +~) dt _ ~ ~o _ !!!L TJo 

ap ap f' ap ap ap ap 

Final conditions 

or l = (01 + FI)/il 
pi = aGI _ orl aJll 

ayl ayl 

Mlvl = aGI _ orl aJll 
azl azl 

Adjoint differential equations 

Ii = a(Mi + k - q/ (v + ~) _ aF 
r ay ay 

M v = _ p _ Mv + a(Mi + k - q)T (v + ~) _ aF 
az az 

Auxiliary variables 

M~ = ~~ 

Figure 4. Adjoint Variable Method 

variables due to the coupling. By using multistep integration algorithms this can be performed 

without loss of accuracy [3]. 

With respect to computational effort the adjoint variable method has shown to be superior 

to the other methods if more than three to four design variables are considered. The computed 

gradients are accurate and reliable even in the neighborhood of minima. Therefore, it has 

become the heart of a design tool AIMS (Analyzing and Improving Multibody Systems) being 

developed at the Institute B of Mechanics, University of Stuttgart. It is based on NEWEUL 

[9] for generating symbolic equations of motion and MAPLE [10] for generating the partial 

derivatives used in the adjoint equations. These symbol manipulation packages help to avoid 

human errors and allow to apply the design optimization procedures to more 

complex systems. 

4 Some Numerical Results 

The planar vehicle model in Figure 2 with 6 degrees of freedom can be described by the 

generalized coordinates 

y = (y, z, a, cp, lV, zsl. (16) 
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The van is assumed to drive with a constant velocity of 20 mls over a sinoidal bump of height 

O.lm and length 3m, often found in residential areas as "sleeping policemen." The 

suspension is modeled as a combination of springs, dampers, and active elements. If the 

control parameter da is zero, the suspension is called passive, otherwise it is active. The 

dampers may be linear or have a progressive characteristic. In the following, the damping and 

stiffness coefficients of the front and rear suspension, i.e., dF, dR, CF, CR, the height of the 

center of gravity h3, and, in case of active suspensions, the control parameter da are chosen 

as design variables. 

Firstly, the vehicle with nonlinear dampers is optimized with respect to comfort. Figure 5 

shows the vertical acceleration of the driver for the initial and the optimized designs. For both 

active and passive suspensions optimization leads to an improved riding comfort. In 

particular, the active suspension reduces the maximum acceleration as well as long term 

vibrations. This confirms the well-known result that combined active/passive suspensions are 

superior to purely passive suspension systems. Similar results can be obtained for a spatial 

vehicle model with 11 degrees of freedom taking also roll-motion into consideration [11]. 
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TIME [51 

Figure 5. Optimized Vehicle with Respect to Riding C0!llfort 

1 

It turns out that the reduction of the performance function related to an improvement of the 

design is very high during the first few steps of optimization, and then it remains nearly 

constant, Figure 6. Although the value of the performance function does not change very 

much, the optimization algorithm does not converge due to significant changes of some 

design variables which have low influence on the performance function. A realized system at 

such an optimal design point will be robust with respect to variations of these parameters 

which may result from manufacturing problems. 



www.manaraa.com

681 

3 

z 
0 
i= u 
Z 
::J u.. 
W 
U z « 
::!: 
r:x: 
f2 
r:x: w a.. 

active 

00 10 20 30 40 

OPTIMIZATION STEPS 

Figure 6. Optimization of Riding Comfort 

Figure 7 shows the riding comfort of an optimized vehicle with active suspension and linear 

dampers using single criteria (1)-(3). Considering the relative displacement leads to high 

maximal accelerations while optimization of the riding safety yields low but poorly damped 

accelerations. Such an analysis of conflicting optimization criteria shows that the improvement 

of one criterion worsens the other criteria. Thus, only a multicriteria approach will give an 

acceptable trade-off, Figure 8. If, for instance, a weighted-sum criterion is used instead of the 

comfort criterion, the improvement in riding comfort is not as high as in Figure 7. Depending 

on the weighting coefficients more or less improvement of the riding comfort can be gained 

without much pay-off in riding safety or relative displacement. It will be a matter of 
engineering intuition to make a good choice on the weighting coefficients wC ' Ws and wD • 

2 
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Figure 7. Comfort of the Optimized Vehicle with Respect to Several Criteria 
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Figure 8. Multicriteria Optimization of the Vehicle 

5 Conclusions 

1 

The optimization of multibody systems is fonnulated as a nonlinear programming problem for 

rather general assumptions. The missing link between multibody system codes for analyzing 

the dynamic behavior and optimization codes is the sensitivity analysis of the objective and 

constraint functions with respect to parameter perturbations. The adjoint variable method is 

more reliable and efficient than the often applied numerical differentiation for gradient 

evaluation. Additional analytical computations can be largely automated by symbolic 

manipulation packages. 

Applications to vehicle dynamics show the concept to be useful for designing suspension 

systems. Realistic multibody system models can be used for optimizing the dynamic behavior 

of the overall vehicle instead of particular components. Although numerical methods help to 

find optimal solutions of a well-defined design problem, intuition and experience of the 

designer will always be necessary for defining objective functions in correlation with the 

human perception. 
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Abstract: The paper deals with discussion of optimization problems in engineering 

structural design. The following questions are discussed: continuous or discrete optimization, 

single-or multicriteria optimization, one-or multilevel optimization. The paper is illustrated 

with example of multicriterion discrete optimization of large scale truss systems. 
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1 Introduction 

The ftrst work on multiobjective (multicriterion, vector) optimization was presented by Pareto 

[74]. After at least ftfty years, problems of multiobjective optimization were again considered 

by von Neumann and Morgenstern [70] and by Debreu [14]. A relatively modern formulation 

of the multiobjective optimization problem was presented by Zadeh [98]. But wider interest in 

optimization theory, operation research, and control theory did not occur until the late 1960s, 

and since then numerous papers on the subject have been published. Most are concerned with 

the theory and applications of multiobjective decision making from a general viewpoint, and 

few applications to engineering design can be found. Comprehensive bibliographies on 

multicriterion decision-making and related areas are in Lin [68], Keeney and Raiffa [57], 

Hwang and Masud [35], Stadler [89,90,91], Chankong and Heimes [11], and Dauer and 

Stadler [13]. Cohon [12], Homenjuk [34], Yu [97], Gerasimov, Potchman and Skalozub 

[27], and Dubov, Travkin and Jakimec [15] and Stadler [92] present the foundations of 

modem multiobjective optimization. 

Continuous optimization is based on the assumption that the design variables can take any 

values from the continuous sets. In discrete optimization due to technological and/or other 

requirements the design (decision) variables can take only discrete values from ftnite sets. The 

following design variables can be treated as continuous: height of truss, dimensions of cross

sectional area of reinforcement beam, sag of cable, rise of arch or camber of beam, value of 
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prestressing force, plate thickness and so on. However, in practice only certain discrete 

values are permissible, for example, type of cross-sectional area of bar, series of types of 

cross-sectional areas, partition of structure on stiffness zones, support properties, stiffness of 

joints, number of bridge spans, number of storeys in building, number of girders in hall, 

number of prestressing cables and so on. Discrete variables occur very often in engineering 

design. Rounding the continuous solution to the nearest discrete solution can lead to the 

solution which is far from optimal discrete solution (see Iendo and Paczkowski [45], 

Paczkowski [73] and Bauer, Gutkowski and Iwanow [4]). In such cases discrete optimization 

is recommended. 

Multicriterion (multiobjective, vector) optimization takes into account the vector objective 

function contrary to single-criteria (scalar) optimization, where only one criterion is 

considered. The choice of criterion of optimization is essential to the result of solution. The 

most popular criteria used in structural optimization are as follows: minimum weight or cost, 

maximum stiffness, minimum displacement at certain point of structures, maximum frequency 

offree vibration an so on (see Brandt [6,7]). These criteria are very often in conflict. In such 

case it is necessary to formulate a multicriteria optimization problem and look for the set of 

compromise solutions in objective space. Next, the so called preferable solution should be 

chosen taking into account an additional criterion or using fuzzy set theory (see Kickert [58]) 

or so called global criterion like utility function, distance function or hierarchical method ( see 

Eschenauer [17], Iendo [40] and Peschel and Riedel [75]). 

Multilevel optimization can be applied to solve large scale optimization systems using 

decomposition and coordination method. Large scale systems can be decomposed into a few 

subsystems which can be optimized separately. Coordination level allows to get the solution 

of decomposed system which converges to the solution of original system (see Iendo and 

Stachowicz [54,55]). 

Many engineering structures can be decomposed into subsystems. For example the hall 

structure can be divided into: roofing panels, trusses, columns, walls and foundations. In 

optimization process it is necessary to choose the local design variables concerning with 

particular subsystems and global design variables common for at least two or more 

subsystems. The particular subsystems are optimized independently of each other with respect 

to local variables. Next, coordination is performed according to global objective function with 

respect to coordination (global) variables. 

2 Applications of Multiobjective Optimization in Engineering 
Design 

Stadler [86,87,88] was the first who applied multicriterion optimization in structural 

mechanics. He considered the bicriterion optimization problem, with weight and stored 
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energy as criteria, and obtained analytical solutions for some structural elements, calling the 

results "natural structural shapes". Leitmann [66] and Stadler [89] applied control theory to 

solve some multicriterion optimization problems in viscoelasticity. Baier [2,3] studied 

multicriterion optimization of structures from a general point of few, taking weight and energy 

stored under separate loading conditions as optimization criteria. Truss optimization with 

weight and displacement criteria were considered by Koski [61,62,63] and Koski and 

Silvennoinen [64]. Osyczka [71,72] and Rao and Hati [76] considered some conflicting 

objectives in solving mechanical optimization problems. Eschenauer [16,17,18], and Sattler 

[78] applied the multicriterion optimization approach to spatial structures that support 

radiotelescopes assuming the following criteria: minimum weight and minimum displacements 

of the radiotelescope surface from its initial configuration under selected loading conditions. 

Also, Eschenauer [19] considered the multiobjective optimization of fiber-reinforced plates 

and disks, choosing weight and deformation as optimization criteria. Carmichael [8] solved a 

multicriterion optimization problems using the method of constrained objective functions. 

lendo and Marks [41,42,43] applied multicriterion optimization in solving some civil 

engineering structures like flexural elements and truss structures, using weight and 

displacements or potential energy as optimization criteria. lendo, Marks and Thierauf [44] 

considered multicriterion optimization of an isostatc truss using dynamic programming. 

lendo [36,37,38,40] considered multiobjective optimization of single-layer cable systems, 

choosing minimum weight and maximum lowest frequency of free vibration as optimization 

criteria. Some aspects of these problems, including dynamic plasticity of cable systems, were 

considered also by Eschenauer and lendo [20]. Eschenauer, Kneppe and Stenvers [21] 

compared deterministic and stochastic multiobjective optimization of beams and shell 

structures. Watkins and Morris [941 applied a multicriterion optimization for laminated 

composites. Stadler [92] and Eschenauer, Koski and Osyczka [22] presented many 

applications of multicriterion structural design in diffrent mechanical and civil engineering 

structures. lendo [39], lendo and Putresza [49,50 51,52,53] presented a multicriterion 

optimization of bar structures with random parameters using weight of structure and reliability 

of structure as optimization criteria. 

3 Multilevel Optimization and Decomposition Techniques 

It is well known that optimization of large-scale structures by mathematical programming 

methods can present some difficulties because enormous computing time and computer 

memory are needed. We can avoid such difficulties by multilevel optimization and 

decomposition methods. In general, an integrated optimization problem involving many 

subsystems and variables cannot be decomposed into independent subproblems that can be 
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independently optimized. The methods described in this section do permit decomposition of 

optimization problems into subproblems, each of which when solved independently yields the 

overall system optimum. The interconnection of the subsystems may take many forms, but 

one of the most common is the hierarchical form in which the second-level unit controls or 

coordinates the units on the level below, called the first-level or optimization level. The 

subsystems are solved independently at the first level. Our goal at the second level is to 

coordinate the action of the first-level units so that we obtain the solution of the 

original problem. 

The first step in the hierarchical approach is to separate the set of design variables Z and 

the set of constraints H into two classes. The first class contains the coordination variables ZA 

and the constraints HA, containing only the design variables ZA that are used to create the 

second, or coordination, level. The second class contains the rest of the design variables 

ZB=Z\ZA and the constraints HB=INIA, and is used to create the first, or optimization, 

level. After separating design variables and constraints, we can write the optimization 

problem as follows: 

min C(x) = min [min C(x)]. (1) 

XEZ XEzA XEzB 

Now, the basic problem is to decompose the optimization level. Two classes of 

decomposition methods can be distinguished: intuitive and formal. Intuitive metlwds construct 

iterative schemes that are reasonable but are not guaranteed to lead to a true optimum. F onnal 

methods, on the other hand, converge to a true optimum under well-defined assumptions. 

Intuitive optimization methods are based on the use of substructures. Each substructure is 

optimized assuming that the loads on the substructure do not change as a result of the 

resizing. The entire structure is analyzed periodically to obtain the new loads acting on each 

substructure. Giles [28] applied this approach to aircraft wing design under static loading, 

where each substructure (cover panel-shear webs) was optimized using the fully stressed 

design approach. Sobieszczanski-Sobieski [82] and Sobieszczanski-Sobieski and Leondorf 

[84] treated fuselage and wing structures, using mathematical programming for the 

substructure optimization. 

Sobieszczanski-Sobieski, James, and Dovi [83] described a method for decomposing an 

optimization problem into a set of subproblems and a coordination probiem that preserves 

coupling between the subproblems. The decomposition is achieved by separating the 

structural element optimization subproblems from the assembled structural optimization 

problem. Each element optimization and optimum sensitivity analysis yields the cross

sectional dimensions that minimize the cumulative measure of the element constraint violation 

as a function of the elemental forces and stiffness. The assembled structural optimization 

produces the overall mass and stiffness distributions optimized for minimum total mass 
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subject to constraints that include the cumulative measures of the element constraint violations 

extrapolated linearly with respect to the element forces and stiffnesses. The method is 

introduced as a special case of a multilevel, multidisciplinary system optimization and its 

algorithm is fully described for two-level optimization for structures assembled of finite 

elements of arbitrary type. Numerical results are given for an example of a framework to 

show that the decomposition method converges and yields results comparable to those 

obtained without decomposition. They pointed out that optimization by decomposition should 

reduce the design time by allowing groups of engineers using different computers to work 

concurrently on the same large problem. 

Kirsch, Reiss, and Shamir [60] and Kirsch [59] proposed analyzing the total structure 

after each substructure optimization to improve the convergence of the method. This approach 

is ideally suited for local constraints such as stress constraints. For global constraints we need 

to devise ad hoc procedures. Sobieszczanski-Sobieski and Leondorf [84] described such 

approach for aerospace applications. Schmit and Ramanatham [80] and Schmit and Mehrinfar 

[79] used a two-level approach to design trusses and aircraft wing structures. Ho [32, 33] 

applied limit design techniques to multistage planar trusses. He took advantage of the staircase 

structure of the constraint matrix to apply a nested decomposition technique that is guaranteed 

to converge to the optimum design. Chang [10] used the Rosen [77] decomposition algorithm 

to solve the problem of limit design of a planar truss structure subject to vulnerability 

constraints. Woo and Schmit [95] and Kaneko and Cu Dong Ha [56] applied a decomposition 

method to large-scale optimum plastic design problems. Jendo and Stachowicz [54, 55] and 

Stachowicz and Ziobron [85] applied multilevel optimization to double-layer cable systems 

and to underground water tank systems. 

4 Optimization with Discrete Design Variables 

Optimization problems in structural design must often be considered to be of discrete type in 

which the variables can assume only certain predetermined values. Among the problems that 

commonly arise in structural design is the selection of standard steel sections for continuous 

or frame structures. Thus, from a practical standpoint, it is more convenient to formulate the 

design problem with discrete rather then continuous variables. 

Many researchers have attempted to develop methods for discrete optimization of 

structures. Toakley [93] formulated the optimal plastic design of frame structures as a discrete 

problem, in which the solution space consisted of the available standard sections, and solved 

it by using a mixed integer-continuous programming algorithm. Cella and Soosar [9] 

presented a state-of-the-art paper on discrete variables in structural optimization. Lai and 

Achenbach [65] presented a direct search algorithm to solve nonlinear optimization problems 
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in which the variables were discrete. Glankwahmdee, Liebman, and Hogg [29] presented a 

method specifically for nonlinear discrete unconstrained optimization problems. Next, 

Liebman, Khachaturian, and Chanaratna [67] using the last paper as a starting point, 

developed a method of discrete optimization that uses concepts well-known for problems with 

continuous variables. Bauer, Gutkowski, and Iwanow [4] presented a semianalytical 

approach to the discrete optimization of large space-truss structures. Sepulveda and Cassis 

[81] developed a method for efficiently solving the problem of minimum weight design of 

plane or space trusses with discrete or mixed variables. 

Following Grierson and Lee [30], we present a formulation of a minimum weight design 

problem of planar frameworks under service and ultimate performance conditions, using 

discrete section members. Service load conditions ensure acceptable elastic stresses and 

displacements, and ultimate load conditions ensure adequate safety against plastic collapse. 

We assume that all loads are static and the specified service loads are proportional to the 

specified ultimate loads. The framework is discretized into an assemblage of n prismatic 

members. For each member, the type of cross-section is specified a priori, and a 

corresponding set of discrete sections from which its design cross-section is to be selected is 

identified. The design variables for member i is its cross-sectional area al. The minimum

weight design problem can be stated as follows: 

n 

minW = Lwiai 
i=l 

subject to 

~j ~ Bj ~ ~j' j=I,2, ... ,d 

Ok ~ Ok ~ cr k, k=1,2, ... ,s 

a;. E ~, i=I,2, ... ,n 

(2) 

(3) 

(4) 

(5) 

(6) 

Equation (2) defines the weight of the structure (Wi is the weight coefficient for member 

i); inequality (3) defines the d service load constraints on displacements (undertilde and 

overtilde denote specified lower and upper bounds, respectively); inequality (4) defines the s 

service load constraints on stresses Ok; inequality (5) defines the p ultimate load constraints on 

plastic collapse load factors CXm; and condition (6) requires each member cross-sectional area 

ai to belong to a specified set of discrete section areas Ai = {a h a2,·.· h. 
This discrete-weight optimization problem was solved by an iterative method, using an 

efficient generalized optimality criteria technique due to Fleury [23]. The iterative process 
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tenninates with the final design when there is no change in the structural weight from one 

design stage to the next (for details see Grierson and Lee [30]). 

5 Discrete Optimization of Large Scale Truss Systems 

5.1 Object of Optimization 

This section is concerned with optimization of steel hall structure covered by space truss. This 

kind of structure can be considered as large-scale system (see Makowski [69]). The hall 

structure can be divided into roofing space truss, cantilever structure, roof covering, walls 

and foundations (Figure 1). The local and global design variables should be distinguished. 

The local design variables describes the particular elements (subsystems) contrary to global 

variables which describes at least two elements (Figure 2). This approach allows to consider a 

few optimization subsystems instead one large scale system (Figure 3). Each subsystem is 

optimized separately (independently). The total objective function and global design variables 

playa role of coordination between subsystems (see Sobieszcznski-Sobieski et.al. [83], 

Iendo and Stachowicz [54,55], and Iendo and Paczkowski [45,46,47,48]). 

Figure 1. Sketch of Hall Structure with Some Details 
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Figure 2. Decomposition of Design Variables 
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The hall span L=24 m, and the height of hall H=6 m are treated as optimization parameters 

(Figure 1). The design (decision) variables shown in Figure 2 allows to consider different 

variants of structural type and material properties. Taking a real values (intervals) for 

particular design variables it is possible to have circa 4x102o feasible solutions. Using 

decomposition principle it is possible to reduce the number of feasible solutions to 4x1010. It 
is easy to notice that a solution of such formulated problem is not realistic. Therefore, in the 

following example, the number of global design (decision) variables is reduced to two (p and 

h) and local design variables at most to three for each subsystem specified in Figure 2. The 

design of hall foundations is not considered here, as strongly problem oriented task (type of 
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Figure 3. Flow Diagram and Decomposition of Hall into Subsystems 

soil). The number of feasible solutions of this problem is reduced to 3200. Using 

decomposition principle and looking for the efficient solutions this number can be reduced 

to tens. 

We use an the orthogonal double-layer space truss simply supported at the comers of the 

upper layer for hall covering. We use cylindrical pipes made from R35 hot-rolled steel for 

truss bars. We order the series of types of bars, containing 33 elements, according to 

increasing cross-sectional areas and simultaneously increasing values of limit loads 
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(Figure 4). We select the pipe joints from Okta-S system. The external diameters of eight balls 

are matched to the bar diameters and angles between them shrinkable in one node (Figure 1). 

We use hot-rolled pipes for main columns. and economical I-beams for additional wall 

columns and spandrel beams. We use the trapezoidal steel sheets heated by mineral wool and 

three-layer cardboard for roof covering. 

Figure 4. A Creation of Series of Types for Cross-Sectional Areas of Truss 

The external loadings are transmited from roofing panels by rolled I-beam purlins into 

truss nodes. The vertical and horizontal loadings act on truss structure. The components of 

vertical loading are: weight of space truss, 0.15-2.40 kN/m2; weight of roof covering, 

0.50-0.65 kN/m2; snow loading, 0.7 kN/m2; and t~chnologicalloading, O. 5 kN/m2. We 

assume that snow and dead loa~gs act on the nodes of upper layer and technological loading 

acts on the nodes of lower layer. The truss weight is concentrated at the upper and lower layer 

nodes. Horizontal wind loading is transmitted by wall panels on the spandrel beams and wall 

columns and next on the space truss and foundations. 

5.2 Problem Formulation 

We formulate the optimization problem using decomposition principle as follows: find the 

vectors of global and local variables Xg and Xl which minimize the objective function 

4 

min L 
i=l 

min 

(n XCi) 
Xl E 1 

where Xg and X 1 are global and local domains of feasible solutions: 

(7) 
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(8) 

(9) 

(10) 

We perfonn the optimization process in two stages. In the ftrst stage, we consider eight 

single-criteria optimization problems. In the second stage, we choose three objective functions 

and we perform multiobjective optimization. We ftnd the sets of compromise and preferable 

solutions. 

In the frrst stage, we minimize the following objectives: 

fg(x) = p2 +~+1)2 a2[1+lsin(~ -(X )}1-0.4eXp(-o.35t)]. 

·(0.005 b + 0.9)(0.005 c + 0.94)(0.005 d + 0.96), 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

where: fl(X) is mass of truss bars, f2(X) is mass of truss joints, f3(X) is mass of the steel 

elements in supporting structure and hall walling, f4(X) is mass of truss bars and joints, f5(X) 

is total mass of truss structure and mass of steel elements of hall walling, f6(X) is maximal 

vertical displacement of truss node, f7(X) is elastic energy of truss, fs(x) is conventional labor 

cost of structure, x is vector of design variables x=(Xg, Xl), '( =7850 kg/m3 is the bulk 

density of steel, Akp is cross-sectional area of k-th truss bar, lkp is the length of k-th truss bar, 

L=24 m is the truss span, Lp E <128, 1152> denotes the number of truss bars, Vkw denotes 

material volume of k-th truss joint, Lw E <41,313> denotes the number of truss nodes, Mk 
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is mass of purlins for k=l, or mass of trapezoidal sheet of covering for k=2, or mass of hall 
corner columns for k=3, or mass of wall columns for k=4, or mass of spandrel beams for 
k=5, or mass of steel in heated wall panels PW8/B for k=6, respectively, Amax is maximal 

vertical displacement of truss midnode, Ab is vertical displacement of k-th truss node, p=Ua 

is a mesh density of truss, a is a distance between truss nodes, a is the angle of inclination of 

web members to upper or lower layers, t is a numbers of catalogue of cross-sectional areas, b 
is a number of different cross-sectional areas of bars in i-th truss layer, c is a maximal number 

of different cross-sectional areas of bars in i-th truss layer, d is a maximal number of different 

cross-sectional areas of bars shrinkable in one truss node. 
The domain of feasible solutions is determinated by the set of optimization constraints 

specified in Table 1. We use the following notation: Gr.,Gu,Gu ' denote the stresses, 
compressive and tensile stresses in k-th truss bar, respectively, Nk is an internal force in k-th 

truss bar, mwk is a buckling coefficient for k-th compressed truss bar, Ak, Akn, Akg are the 

cross-sectional area of k-th truss bar, net and gross, respectively, A.k is a slenderness ratio for 
k-th compressed truss bar, ik is a radius of inertia of cross-section area of k-th truss bar, R is 
a calculated strength of material, n is a number of iterations in truss design process, T(t) is the 

series of types of cross-sectional areas with numbers t, C is the set of integer numbers. 

Additional notations are shown in Figures 1,2,4, and 5. 

Table 1. Optimization Constraints 

Design constraints Technologlca I constraints 

for truss for truss 

N m 
L/12 :5 a :5 L/4 (31) 

IF = ~ wk :5R=210 MPa (19) p = L/a E P -14.5.6 ••••• 12} (32) 
k. L120 :5 h :5 L/7 (33) 

kn hE h=II.2.1.5·.I.S •••• 3.0.3.3}(34) 
Nk 

:5 R = 210 MPa (20) 
5 :5 t :5 33 (35) 

IF 
kr =r t E t = (5. 9. 17. 33) (36) 

k I s E 0 · 11. 2. 3 ..... 12) (37) 

;I. 
I k 

250 (21l 
A E:!'(t)=(T(5).T(9).T(17}.T(33}(3S) = 1:5 k. 

k • :!'(5} c:!'(9} c:J( 17} c:J(33) cTP (39) 
"2" L 113.lmm (22) 3.2 :5 A :5 SO. I z (40) Am.x:5~ = k. 

cm 

2.9 :5 g :5 S.O mm (41 ) 
for other element s g E 9 -(gJ·gz···gJo}·(F'lg· 4 ) (42) 

Nmw M 31.8 :5D:5244.5 mm (43) 
IF 
__ ._+_:5 

1. 05 R (23) D E V =(DJ.D z •• .D 33 ). (Fig. 4 ) (44) 
A w 

~ :5 
g E 9 w = (6.7.9.12.14.IS mm) (45) 

R = 210 MPa (24) w 
fI' .= 

w D E V = (160.210.270.340.42 
I 

w 
w 510.600 mm) (46) 

A :5 ITO (25) 
for other elements 

h E h.=(35.43.5.55.S0.110 mm}(47} 
Computational constraints • 

g. E 9.=(0.75.0.SS.I.0.1.25mm}(4S} 

K A = P (26) h E h - (SO •. 100.120.140.160 
u u • • ISO mm) (49) 

I :5 U :s IS (27) 
g. E 9. = 110.12.14 mm) (50) 

120 :s L :s 1200 (2S) 
• D E V = (5S0. 600. 620.640 mm}(51) 

40 :5 L :s 320 (29) h · · w E h = (200.220.240.270. 
0.5·p E C c R n (30) · · 300 mm) (52) 
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Figure 5. Numbering of Zones with the Same Stiffness of Truss Bars 

We create the series of types of cross-sectional areas for truss bars as shown in Figure 4. 

We choose, for example, from basic series of types with a numbers t=33, every second 

(t=17), every third (t=9), and every eighth (t=5) cross sectional area. 

We show numbering of zones with the same stiffness of truss bars in Figure 5. The bars 

in solution s=l have the constant cross-sectional areas. We choose individually the cross

sectional areas of bars in solution s= 13 without partition on stiffness zones. 

We choose in multiobjective optimization approach three objectives: mass of steel hall 

elements, the vertical displacement of midnode of truss and conventional labor cost of 

structure, i.e., 

min f(x) = min [fS(x), f6(X), f8(X)] (53) 
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The domain of feasible solutions described by the constraints (8)-(10) and (19)-(52) and 

the design variables listed in Table 1 are here the same as in single-criteria optimization 

problems (7). 

5.3 Problem Solution 

Decomposition principle of systems allows to optimize a particular subsystems independently 

of each other. Choice of global design variables is essential for coordination between local 

problems (subsystems). Here, the most important and complicated task is concerned with 

space truss optimization. We use a computer program based on displacement method for static 

analysis of space truss. The cross-sectional areas of truss bars are selected automatically from 

a given series of types. The truss bar with maximal stress is decisive in the case of changing 

simultaneously a group of members with the same stiffness. The local stability constraints 

(21) are taken into account in truss bar design. In u-th iteration, we find the forces in truss 

bars and corresponding minimal cross-sectional areas satisfying the constraints (19)-(21) for a 

given stiffness matrix Ku . We terminate the iteration process, when there is no difference in 

results in two sequential iterations. The nodal displacements are calculated for characteristic 

load coefficients. 

We select truss pipe joints Okta-S type depends on .values of bar forces and angles 

between them, shrinkable in one node. The cross-sectional areas of roof purlins and 

trapezoidal sheets for roof covering depend on the distance between truss nodes a=L/p. The 

cross-sectional areas of main columns and additional wall columns depend on the total height 

of hall structure (h+H). 

We show the most important results of optimization process in Figures 6 and 7. We 

present the contours of the objective functions on global design variables plane (p,h) in 

Figure 6, for a given 

Xl = [gb, hb, hp, t, s, gs, Ds, hsl = 

= [0.75,43.5, 80, 33, s12, 12,620, 270] (54) 

We present the normalized values (interval [0,1]) of the objective functions 

fS(x), f6(X) and fg(x) in Figure 7, for a given vector of global variables. 

Xg = [p, h] = [8,2.1] (55) 
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Ill. P 

On the base of optimization process of hall structure the following statements can 

be drawn: 

i) The local and global minima are found for mass of space truss f3(X), (Figure 6d) , 

ii) The global minimum of space truss mass occurs on the boundary of feasible domain, 

(Figure 6b and 6d), 

iii) The mass of roof covering increases rapidly for distance between truss nodes a>4 m, 

(Figure 6c), 

iv) The total mass of structure fs(x), i.e., the. masses of space truss, columns and hall 

walling should be consider in real applications, (Figure 6e), 

v) The vertical displacements of truss nodes f6(X), and the stored elastic energy f7(x), 

for a given local variable t=33 do not depend on mesh density of truss p. This is due 

to the fact that the bending stiffness in fully stress truss is inversely proportional to the 

distance between truss nodes a=L/p. 
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5.4 Multiobjective Optimization of Hall Structure 

We assume in problem formulation (53), that all objective functions are minimized. Vector 

XND is a Pareto optimal (compromise) solution of problem (53). This means, that XND belongs 

to the set of feasible (compromise) solutions XND if the corresponding vector objective 

function YND=f(xND) is a minimal (efficient) vector, in a partially ordered sense (see Peschel 

and Riedel [75] and Amelianczyk [1]). In other words, XND is a Pareto optimal solution if 

there is no feasible solution x that would decrease some criterion without causing a 

simultaneous increase in at least one criterion. We denote by -<A a cone relation order, 

generated by convex cone A eRn, Le., such set of the pairs (y, z) that (y-z) EA. In other 

words, z E (y + A) =) (y, z) E -<A [1] deterrninated by positive orthant R; of objective 

space RI, L e., 

(56) 

then, the set of efficient solutions can be described as follows: 

(57) 

The set Y ND corresponds to the set of Pareto optimal solutions XND in design 

space, L e., 

(58) 

The sets XND and YND are finite (because of discretization of design variables) with 

dimesionality zero. A convex hull of the set of efficient solutions of problem (53), denoted by 

conv(Y ND), is a surface with dim conv(Y ND)=2, in objective space. Dimensionality of convex 

hull of the set of compromise solutions, i.e., dim conv(XND)=lO, and after decomposition, 

dim conv(X~)=2, and dim conv(X~ ) = (3(i=I), 2(i=2,3), l(i=4)}. 

We use a property of monotonicity of objectives and design variables to calculate the sets 

XND and Y ND (see [5,24, 25,26,75,96]). The minimal values of objectives, the bicriteria and 

three-criteria efficient sets belong to the set of efficient solutions YND. Adding the (j+l) 

objective, where j E 1,(1 -1), can only increase a numbers of existing set Y ND(j) and 

dimensionality of the set conv{YND(j)}. The points YND belonging to Y ND(j), belong also to 

the set Y ND(j+l) c Y ND. The monotonicity of design variables gives similar result, i.e., adding 

the (n+l) variable, where n E 1, (N -1), can only improve the actual set Y ND(n). This means, 

that Y ND(n) c Y ND(n+l), and there exist such value of active design variable x(n), that the 

product of sets XND(n) 11 XND(n+l) is nonempty set. 

We show the minimal set YND for multiobjective optimization of hall structure in Figure 8. 

We mark the influence of taking into account the sequential design variables on minimal set. 
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Y~ is the minimal set coming from variation of global variables xg, for a given vector of 

local variables Xh according to (54). Among local design variables, only t and s have a crucial 

influence on objectives. We investigate the influence of t and s on objective function, for a 

given global variables Xg =[8, 2.1]. These values ofxg corresponds to the minimal value of 

global criterion (60). Y~ and Y:W denote the sets of minimal (efficient) points for different 

stiffness zones of truss bars and different numbers of catalogue elements. Minima of f6(x) 

and fg(x) occur in the feasible domain on the opposite constraints, (Figure 6). The set X~ 

runs across the feasible domain Xg, (Figure 9a). The functions f6(x) and fg(x) are 

cooperative (no conflict) for local design variables t and s. The solution xl(t,s)=[5,l] 

dominates all other solutions. Finally, we find the efficient set Y ~ for the functions f6(x) and 

fg(x) with respect to global variables p and h for a given xl(t,s)=[5,l], (Figure 8). 

YN~ 

"G 
lwD 
.~ 

~ 
o • , 

.0 
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0.8 0.'7 0·6 

+& (~)/ mo.x f 8 (li) 
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Figure 8. The Sets of Minimal (Efficient) Solutions for Hall Structure 
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The set of Pareto optimal (compromise) solutions is shown in Figure 9. The comer points 

(denoted by circles) correspond to minima of particular objectives: X ~, X ~, X ~ denote 

the sets of compromise solutions for particular bicriteria optimization problems, respectively. 

I 
Lj 

I +--+1--+--..... ,. 
6 8 -10 -12 p 

9 

5 

_. __ X68 .•......• X58 
Nt> tvD 

T 
I I, : 

3 

Figure 9. The Sets of Pareto Optimal (Compromise) Solutions 

5.5 Choice of Preferable Solution 

We choose the preferable solution using two methods: metric and utility function methods. 

Metric function method is based on determination of distance between ideal point, fid and 

points belonging to the set of efficient solutions YND• We find coordinates of ideal point 

minimizing particular objectives (Figure 8). The metric function has a form [1]: 

1 

F(f)(f)={L[1 f/XND) -min f/xND) Ilf}f 
j maxfj(xND) maxf/xND) (59) 

j E {5, 6, 8}, r E {l, 2, oo}. 

F(2)(f) for r=2 denotes geometrical distance between the ideal point and the set of efficient 

solutions. The minimal distance F(2)(f) is marked in Figure 8. 

Cost function including material cost, Km(x); labor cost, Kw(x); and maintain cost, 

Ku(x); is taken as utility function with weighting coefficients vector c, i.e., 

s 
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3 

LC I =1.0. (60) 
i=l 

We evaluate the compromise solutions iND E XND(n) c X. A hall structure with local 

design variables given by (54) and global variables, x~ = [10, 1.8]; is taken as a reference 

structure. Evaluation is done for weighting coefficients vector: 

(61) 

The preferable solutions are listed in Table 2. and also marked as x No, r E (1,2, 00,0 Jin 

Figure 9. 

Table 2. The Preferable Solutions 

Ar 
Xg 

fs(x) f 6 (x) 
fs(x) F(l)(f) F(2) (f) F(-) (f) Fo(iND) xND XI 

kg/m2 mm 

p h s t 

Al 
10.36851 xND 6 3.0 1 5 115.9 28.6 26.86 0.3042 0.3003 1.4268 

A2 m:ill!J xND 8 2.1 2 5 93.0 44.2 25.30 0.3879 0.2133 1.2461 

i~ 8 2.1 3 5 90.0 47.0 25.57 0.4072 0.2811 I]El] 1.2296 
AO 

10.96941 xND 8 2.1 12 33 43.0 78.9 28.83 0.5812 0.4854 0.4780 

6 Conclusions 

i) The real structure should satisfy all technological requirements. Also, the final solution 

should be a compromise between the minimization of weight of structure and 

minimization of labor cost. Decomposition principle allows to choose the best solution. 

Decomposition may concern with design variables as well as with vector objective 

function. The appropriate optimization procedure allows to find a preferable solution, 

after initial structural design, and evaluation (comparison) of tens of structures. 

ii) The intervals of changing values for particular objectives in feasible domain are usually 

large. In this example, we have maximal rates of changing values for objectives: 270% 

for f5(x), 78% for f6(x) and 35% for f8(X). It does not mean that similar effects can be 

obtained in optimization process. Usually, the improvement of objectives is within the 

range of (2-8)%, compare with a solution proposed by an experienced designer. In this 

example, we obtained 3.06% improvement for competitive cost function. 
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iii) Structural optimization is particulary important in two cases, namely: for systems applied 

many times and for new large-scale structures designed without previous 

engineering experience. 

iv) Structural optimization problems should be formulated as discrete, nonlinear, 

multicriteria and multilevel problems. 

v) Sometimes it is enough to evaluate different variants of system and choose one which is 

close to optimum then to look for strictly optimum solution. 
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Abstract: Design sensitivities are derived via the direct and adjoint methods for fully 

coupled nonlinear systems. These sensitivity derivations may then be used to create a 

concurrent engineering design environment where the individual systems are the product 

analyses and manufacturing process analyses. The sensitivity information, in turn, may 

be used in a trade-off study to quantify how product or manufacturing design changes 

affect any performance functional, e.g. cost, mass, stress, or cooling rate. Finally, it 

is noted that the necessary operator required for the sensitivity analyses is, in fact, 

the tangent operator of the coupled system analysis; and that this operator may be 

partitioned to take advantage of existing software capabilities. 

Keywords: concurrent engineering / multidisciplinary analysis / design sensitivity analysis 

1 Introduction 

In a truly concurrent engineering environment, the design of the product and its man

ufacturing process are a unified effort. In practice, however, this is seldom the case as 

the product is first designed and then given to the manufacturing engineer who, in turn, 

designs its manufacturing process. Thus, it is often the case that the original product 

design is not conducive to the manufacturing process and the manufacturer's redesign 

recommendations adversely affect the product's performance. Fortunately, with today's 

computer simulation capabilities, design flaws are identified early and the necessary re

designs are implemented be"rore costly production begins. Indeed, both production and 

manufacturing engineers have access to powerful computer analysis tools, in particular 

the finite element method, which enable them to create simulation models (albeit a time 

consuming task), perform the analysis, post-process the simulation results, and evaluate 



www.manaraa.com

710 

the effects of the proposed design changes. Still, the process is arduous due to the many 

redesign iterations which pass amongst and between the produCt and manufacturing de

sign teams. The excessive number of design iterations is due to the engineer's inability 

to access the effects which design changes have on both the product performance and 

product manufacturability. 

We propose a scheme in which design sensitivity analysis is incorporated into the 

design loop. In this way, the effects which the proposed design changes have on the the 

product performance and product manufacturability may be quantified. These sensi

tivities may then be used to drive a formal optimization [21] or to perform a trade-off 

study. The proposed sensitivity analysis approach assumes that both the production and 

manufacturing design teams have access to numerical simulation capabilities such as the 

the finite element method, that the input data of the simulation package can be directly 

related to the set of continuous design parameters, and that the simulation results can 

be used to measure the quality of the design. This approach is extends the work of 

Sobieszczanski-Sobieski et. at. [13, 14] for multi-disciplinary optimization. 

In the following, design sensitivities are derived for coupled systems in which the 

output of one system analysis is the input to the other, and vice versa. Both adjoint [10] 

and direct [9] approaches of sensitivity analysis are presented. Further, the sensitivity 

analyses are valid for nonlinear and transient systems. The sensitivity derivations are 

preceded by the system analysis and the problem statement. 

2 System Analysis 

Herein, we consider two systems which are implicitly defined through, 

A(u(~);(v(~),~» = 0 

B(v(~);(u(~),~» = 0 (1) 

where u(~) and v(~) represent the state of systems A and B (and may be vector valued), 

respectively; (v(~),~) and (u(~),~) are the control of systems A and B, respectively; 

and ~ E )RL represents the L-dimensional set of design parameters. The operators A and 

B, are typically differential operators and may be nonlinear and transient. Note that 

coupling occurs in these analyses in that the state u(~) of system A is defined on the 

state v(~) of analysis B, and vice versa. Finally note that both u and v are implicit 

functions of the design parameters~, and we write u(~) and v(~). Henceforth, the above 

systems are referred to as the local systems. 

As an example of the above system, one may consider dynamic thermoelasticity. The 

state field u, of the elasticity analysis A, is the displacement, stress and strain and the 
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state field v, of the thermal analysis B, is the temperature, heat flux, and temperature 

gradient. The geometry of the structure, the material properties, and the prescribed 

boundary conditions for both systems are expressed as functions of the design parameters 

4>. Coupling occurs due to the presence of a strain rate dependent heat source in the 

energy equation and the inclusion of thermal strains which lead to body type loads in the 

momentum equation. Obviously, both states are ultimately determined by the design. 

Sensitivities for this class of problems are derived in [17]. 

The solution to the above system (for a fixed design) generally requires an iterative 

procedure. We suggest the use of the Newton-Raphson iteration in which the global 

residual is defined 

R(u(4» v(¢»' ¢» = { A(u(¢»; (v(¢», ¢») } = 0 
, , - B(v(¢»; (u(¢»,¢») (2) 

Note that the A and B may viewed as the local residuals of the respective systems. The 

system R as defined above, is deemed the global system. 

Suppose we have an existing guess for the solution of the above, say u I (¢» and vI (¢», 
which does not satisfy equation 2. The objective then, is to determine the appropriate 

state changes, i.e. the ~u and ~v, which when added to the current solution guess, will 

satisfy the above equation. To this end, we perform a first-order Taylor series expansion 

about the current solution (iterate) which gives 

(3) 

The above may be solved for the incremental response ~u and ~v by inverting the global 

tangent stiffness matrix, i.e., 

{ 
~u } [aA("I(4»;(V1(4»'4>)) aA("I(4>~(Vl(4»,4»)]-1 
~v = - aB(v1(4>);(,.I(4>),4>)) aB(v1(4>);(u1(4>),4>)) R( U I (¢», v I ( ¢», ¢» 

au av 
(4) 

after which the response is updated according to 

(5) 

The global residual is again evaluated, and if it is not sufficiently small, the process 

is repeated. It should be noted that this process experiences quadratic convergence; 

however, uniqueness of the solution is not guaranteed as the solution is highly dependent 

on the initial solution guess, uO( ¢» and VO( ¢». Further note, that existence ofthe solution 

is not necessarily ensured. 

In numerical simulations, such as the finite element method, u(¢» and v(¢» form the 

local solution vectors, A(u(¢»;(v(¢»,¢») and B(v(¢»;(u(¢»,¢>)) form the local residual 
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vectors and 8A(u(4>);(v(4>),4>)) and 8B(,,(4»;(u(4»,4>)) form the local tangent stiffness matrices of 
'8u 8" 

the respective system analyses. 

In general, the local tangent stiffness matrices are banded, whereas, the global tangent 

stiffness matrix is not. Further, the tangent stiffness matrices may be computed in 

different parts of the analysis code or from different analysis codes, entirely. To this end, 

we propose the following partitioning scheme where we assume that the local systems A 
and B are of dimension M and N, respectively, and M > N. First we expand equation 

3 to give 

vA-1 vA 
= vu [-A- vv~vj 

vB 
= [-B- vu~uj 

vBvA-1 vA 
= [-B - vu vu [-A - vv ~vll (6) 

where A and B and their derivatives in the above are understood to be the values of the 

respective functions evaluated at u I (4)), vI (4)) and 4>. This abuse of notation sporadically 

appears in the sequel. The above may be solved via 

[oB _ oB oA -1 oAj~v = 
ov vu ou vv 

(7) 

where we first solve for ~v and then subsequently solve for ~u. Note that the above 

scheme makes use of the decomposed tangent stiffness matrix from the larger local anal

ysis, thus a majority of the banded structure is utilized. The [~~ - ~~ ~~ -1 ~~ j must be 

assembled and decomposed. This term is generally a full matrix and requires the decom

posed matrix from the larger analysis. Thus, for each iteration of the Newton-Raphson 

process, we 1) assemble the local residuals A and Band 2) perform a convergence check. 

If the solution has not converged we proceed to 3) form the matrices ~~, ~~, ~~, and 
8B 4) decompose 8A -1 5) assemble and decompose [8B _ 8B 8A -1 8A j 6) compute ~v 
8,,' 8u ' 8" 8u8u 8,,' 

and then ~u via equation 7, and 7) update the solution via equation 5. Most of the 

terms in steps 1 - 4 are computed in standard finite element codes, 1 with the possible 

exception of the ~~ and ~~ quantities; which are only included if the analysis is per

formed within a single code which simulates fully coupled problems. Thus, finite element 

code enhancements may be required to perform the Newton-Raphson iteration for fully 

coupled problems. 

lWe assume that the finite element code incorporates the Newton-Raphson procedure, that implicit 
(or partially implicit) time integration schemes are employed, and that direct solvers are utilized. 
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3 Sensitivity Problem Definition 

Once the necessary analyses are performed, the design may be judged via a cost and a 

series of constraint functions. Presumably, these cost/constraint functions are expressed 

in terms of the system state, i.e. 

G(¢» = F(u(¢»,v(¢»,¢» (8) 

In the above, the generalized function G is defined on only the design space as ultimately, 

the design determines the response, i.e. ¢> I-t G( ¢». The function F is defined on the 

design through the state, u( ¢» and v( ¢». Typically, F is an integral function over the 

spatial and time domains. However, local quantities, may be described by utilizing the 

appropriate weighting functions, c.f. [17] for details. For example, we again refer to the 

dynamic thermoelastic problem. The function G may be used to measure the total strain 

energy of the body integrated over time, the average temperature at a point in the body, 

or the stress in the body at a distinct point and time. 

The objective of the sensitivity analysis is to quantify how changes in the design 

parameters affect the value of the cost/constraint function G(¢». These changes may be 

approximated via a first-order Taylor series expansion, G(¢> + A¢» ~ G(¢» + 8~~4»A¢>. 
Hence, the goal the of the sensitivity analysis is to evaluate the derivative d~~), 

dG(¢» 
~ 

= aF(u(¢», v(¢», ¢» du(¢» + aF(u(4», v(¢», ¢» dv(¢» 
au d¢> av d¢> 

+ aF(u(¢», v(¢», ¢» 
a¢> 

(9) 

where we invoked the chain-rule. The difficulty in evaluating the above expression is due 

to the presence of the state derivatives, d~~) and d~~). These terms are not explicitly 

known quantities, because u and v are implicitly defined on the design through equation 

1. 

The most obvious way to evaluate the sensitivity d~~4» is to perform a finite differ

ence approximation where the system analysis is performed for a given design ¢> and G is 

evaluated. Then one of the design parameters ¢>a is perturbed, the system is re-analyzed, 

G is re-evaluated, and the sensitivity :z. is approximated via the difference of the per

turbed and original G values divided by the perturbation. This procedure must then be 

repeated for each of the L design parameters. This method is costly due to the additional 

system analysis and may be unreliable. Indeed, if the perturbation is too small or too 

large, then round-off and truncation will erode the results, respectively [16]. 

In the following, we describe two methods to compute the sensitivity analytically, the 

direct and adjoint methods. These methods are both accurate and efficient. 
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4 Direct Differentiation Method 

In the direct differentiation method we evaluate the derivatives d~~) and d~~) by defining 

and solving a series of pseudo problems. Once these quantities are known, equation 9 

may be readily evaluated. 

To evaluate the state derivatives, we merely differentiate equation 1 with respect to 

each of the design parameters, ¢>(J(' a = 1, L, to evaluate the partial derivatives 8;J:) and 

8;J:). The total derivatives d~~) and d~~) are then formed by assembling the partial 

derivatives. 

Differentiation of equation 2 (the equivalent of equation 1) with respect to ¢>(J( gives 

[ 
8A(u(4»;(v(4».4>)) 8A(U(4>);(V(4>).4>))] { 8U(4))} {8A(U(4>);(V(4>).4>))} 

o = 8B(v(4>f;ru(4».4>)) 8B(v(4>f;(u(4».4>)) tv1~) + 8B(v(lJf(':.(4».4>)) 
h h 8~ 8~ 

(10) 

The above is similar to equation 3, where we interchange 

R( ul (¢», v l ( ¢», ¢» = {A( u( ¢»; (v( ¢», ¢>)), B( v( ¢»; (u( ¢», ¢>)) V with 
{ 8A(u(4»;(v(4».4>)) 8B(v(4»;(u(4».4>))}T and interchange {~u ~v}T with {8u(4)) 8v(4))}T Using 84>", ' 84>", '84>", '84>", . 
this analogy, we may compute the pseudo state {8;j:), 8;t) V by solving the pseudo 

problem 

[8B _ 8B 8A -1 8A
J 

8v 
8v 8u 8u 8v 8¢>0/ 

8u 
8¢>{J( 

= [_ 8B + 8B8A-1 8A J 
8¢>0/ 8u 8u 8¢>0/ 

8A-1 [_ 8A _ 8A 8v J 
8u 8¢>0/ 8v 8¢>{J( 

(11) 

Note that the above problems use the same operators as the incremental problems c.f. 

equation 7. Thus, the partial derivatives 8;J:) and 8;J:) may be efficiently computed as 

the matrices associated with the terms [~~ - ~! ~~ -1 ~~ J and ~~ have already been formed 

and decomposed. To compute the sensitivities, we merely 1) assemble [- tZ +~! ~~ -1 t:a. J 

and solve for 8;j:) via equation 11.1 and 2) assemble [- t:a. - ~~ ~vJ and solve for 8;j:) 
via equation 11.2. These steps are repeated for each of the a = 1, L design parameters 

after which equation 9 may be computed for any number of functions. This method is 

cost efficient in that only pseudo load vectors need be assembled and back substituted 

into the existing decomposed tangent stiffness matrices; whereas the primal analysis 

used to compute u(¢» and v(¢» may require numerous iterations to converge in which 

the tangent stiffness matrices must be formed and decomposed. Note that the above 

results are consistent with those obtained by Sobieszczanski-Sobieski et. at. [13, 14J. 
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5 Adjoint Method 

In the adjoint method we eliminate the derivatives dd~) and dd~) by defining and solving 

the appropriate adjoint problem. This method relies on the Lagrange multiplier method 

[2]. 
Following the Lagrange multiplier method, we define the augmented functional G* 

G*(t/» = F(u(t/»,v(t/»,t/» + A(t/»R(u(t/»,v(t/»jt/» (12) 

Note that G*(t/» = G(t/» since the augmented term is identically zero. The augmented 

functional is next differentiated with respect to the design, which after some manipulation 

gives 

= {oF(u(t/»,v(t/»,t/» of(u(t/>),v(t/>),t/>)} { ~ } 
au ' ov d"C4» d4> 

of(u(t/>),v(t/>),t/>) 
+ at/> 

{ [ 
8ACuC4>~C"C4»,4>ll 

+A( t/» 8BC"C4>~ruC4»'4>ll 

{ 
8ACuC4>JJ:C4»,4>ll } } 

+ 8BC"C4»;CuC4»,4») 
84>0 

(13) 

where dG;j"') = d~~) since the derivative of the augmented term is identically zero, c.f. 

equation 10. Further manipulation of the above yields 

[ 
8ACuC4»;C"C4>).4>ll 

+ 8BC"C4>f;(uC4»,4>ll 
8u 

of(u(t/>),v(t/>),t/>) 
+ at/> 

+{OA(u(t/»j(v(t/»,t/») oB(v(t/»j(u(t/»,t/>))} { Au(t/» } 
ot/>a ' ot/>a A,,(t/» 

(14) 

where we have partitioned the adjoint state A according to A = {Au, A"V. 
To eliminate the state derivatives d~~) and d~~) from equation 14, we equate the 

coefficient of this term, given by the top two rows of the right-hand side, to zero. Again, 

we note the similarities of this system and that defined by the incremental problem, c.f. 

equation 3, where we interchange 

R(uI (t/», vI ( t/», t/» = {A( u( t/»j (v( t/», t/>)), B( v( t/»j (u( t/», t/>))V with 
{8FCuC4>J~"C4»,4», 8FCuC~~"C4»,4»V and interchange {~u,~vv with {Au(t/»,A,,(t/>)}. Using 
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this analogy, we may compute the adjoint state {Au, Av} by solving the adjoint problem 

(15) 

Note that the above adjoint problems use the adjoint operators of the incremental 

problems c.f. equation 7. Thus, like the pseudo problem, the adjoint state {Au, Av} may 

be efficiently computed. To compute the sensitivities, we 1) assemble [_ ~~ + a:vT ~: -T ~~] 
and solve for Av via equation 15.1 and 2) assemble [-~~ - a:,.T Av] and solve for Au via 

equation 15~2. 

Once the adjoint problem is solved, the implicit response derivatives are annihilated 

and the explicit sensitivity may be computed from 

= 
of(u(</>), v(</», </» 

o</> 
+{oA(u(</»; (v(</», </>)) oB(v(</»; (u(</», </>))} { Au (</» } 

8</>a ' o</>a Av( </» 
(16) 

As opposed to the direct formulation, to compute the sensitivities for each cost/ con

straint functional this method requires the assembly and back substitution of one adjoint 

load into the transpose of the existing decomposed tangent stiffness matrices. Whereas in 

the direct method we solve one pseudo problem for each of the design variables. Hence, 

if the design variables outnumber the number of cost/constraint functionals, the adjoint 

method if preferred and vice versa. 

6 General Remarks 

We conclude this document with several miscellaneous remarks. If the operators are 

linear, then only one iteration is required to perform the analysis. In addition, the 

analysis is valid for any number of systems, however, we only consider two systems as 

any additional systems may be combined by following the above procedures to form the 

above two system format. The derivative terms, e.g. ~~, may be computed analytically 

or by using the semi-analytical method. When using the semi-analytical method these 

terms are computed via finite difference approximations; and caution must be exercised 

to obtain reliable results, c.f. [6]. Finally, note that the tangent operators must be exact 

(i.e. consistent with the numerical formulation) or the sensitivities will be erroneous. 

As previously mentioned, A and B are typically differential operators. If the design 

parameters are used to define the geometry of the domain complications arise in the 

sensitivity analysis, as the spatial domain of the problem is now considered to be variable. 
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Several approaches, notably the material derivative method [3, 4, 5, 10] and the domain 

parameterization method [1, 3, 4, 8, 12, 16, 17] have been utilized to obtain these so 

called shape sensitivities. 

For weakly coupled systems equation 1.2 becomes 

A(u(¢»j(V(¢»,¢>)) = 0 

B(v(¢»j ¢» = 0 

so that ~~ = O. In this situation, equation 7 becomes 

(}B-1 
- ~v = -B 
8v 

8A-1 8A 
= 8u [-A- 8v~v] 

(17) 

(18) 

so the B system is completely independent of the A system. Thus, the system analysis 

is greatly simplified and follows the current order, in that we first solve for ~v and then 

determine ~u. Similarly, for the uncoupled system the pseudo problem reads 

8B 8v 
= 8v 8¢>a 

(19) 

Again the analysis is greatly ~implified and follows the current order. The uncoupled 

adjoint problem becomes 

8B>. 
8v v 

8F 8AT8A-T8F 
= [- 8v + 8v 8u 8u] 

[_ 8F _ 8AT >'u] 
8v 8v 

8A-T8F 
8u 8u (20) 

where we used the result of equation 20.3 to obtain equation 20.2. Note here that the 

simplified analysis requires the evaluation of >'u prior to the evaluation of >'u, thus the 

order of the adjoint problems has reversed. These results are consistent with references 

[7, 11, 18] for weakly coupled thermoelasticity. 

7 Conclusion 

Sensitivities for coupled problems have been derived via the direct and adjoint ap

proaches. It is believed that these formulations may formalize a concurrent engineering 
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environment in which the effects of design variations by the production design team are 

readily assessed by the manufacturing design team and vice versa. The approach here is 

not without its limitations, it assumes that analysis capabilities exist, that the analyses 

utilize implicit (or partially implicit) time integration schemes and direct solvers, and 

that the state is different able, i.e. discrete design parameters are not allowed. 

In the future, we will utilize these approaches to demonstrate the possibility of per

forming design optimization within the concurrent engineering environment. Several 

pieces are currently in place, namely the ability to optimize products [19] and their 

manufacturing process [15,20]. 

Finally, the above approach may be used to compute sensitivities for other classical 

coupled problems, such as advection-diffusion and thermoelasticitYi and as noted in [13, 

14], they may be used to compute the sensitivities for large finite element models with 

sub-structuring. 
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Abstract: A unified configuration design sensitivity analysis (DSA) is developed for built-up 

structures that include truss, beam, plane elastic solid, and plate design components. Taking the 

total variation of the energy equation and using an adjoint variable or direct differentiation 

method, configuration design sensitivity results for static and eigenvalue response are 

formulated in terms of the design velocity fields. Displacement, stress, and eigenvalue 

performance measures are considered. A computational procedure for configuration design 

optimization is presented, using an established finite element analysis (FEA) code, the 

continuum DSA method, and an optimization code. A domain displacement method is 

presented to compute both the domain velocity and the angular velocity. A configuration design 

optimization of a crane structure is demonstrated using the PEA code ANSYS, continuum DSA, 

and Pshenichny's linearization method. 

Keywords: configuration I sensitivity analysis I built-up structures I finite element analysis I 

optimization I continuum sensitivity theory I material derivative I shape design variable I 

orientation design variable I numerical implementation 

1 Introduction 

Because engineering design is intricate, the design of a mechanical system is specified using 

parameters of the geometry, material, manufacturing process, simulation, and environment. 

The layout of a structure is one of the most challenging areas in which to improve system 

performance because it involve several engineering disciplines and the design of other structural 

components. Previous research has shown that performance improves more when the 

configuration of structural components is altered than when the geometry is assumed to be fixed 

[1-3]. 

A comprehensive review of the literature in configuration design optimization of skeletal 

structures has been published by Topping [4]. Also, a general review of the field of structural 

shape design sensitivity analysis and optimization can be found by Haug [5], Ding [6], and 
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Haftka [7]. A list of the references connected with configuration design optimization of 

structural systems is given [8-23]. 

This paper discusses a unified configuration design sensitivity analysis for design 

optimization of built-up structures using distributed parameter (continuum) structural theory. 

Although only the static response is discussed in this paper, the development discussed here has 

been applied to eigenvalue problems [24] and can be extended to other engineering problems. A 

numerical implementation of the configuration design sensitivity analysis is shown by using an 

established finite element code ANSYS [25]. Design sensitivity analysis of a swept wing 

structure is demonstrated. Finally, configuration design optimization of a crane structure is 

presented. 

2 Derivatives for Configuration Design Sensitivity Analysis 

One of the key differences between shape and configuration design sensitivity analyses is the 

orientation change of the design component. In shape design problems, the domain shape is 

treated as the design variable, and the orientation of the design component remains fixed. In 

configuration design, on the other hand, both the domain shape and the orientation of design 

components are changed. The configuration design change of a design component can be 

viewed as a dynamic process of moving the design component in three steps: translation, 

rotation, and shape variation. Since translations, rotations, and shape variation are three 

independent design changes, configuration design sensitivity can be obtained by adding the 

design sensitivity results that are obtained from each design perturbation. In fact, since 

translation of the design component does not contribute to the design sensitivity result of a 

performance measure [26], configuration design sensitivity can be obtained by adding 

contributions from the shape variation and rotation of each individual design component in a 

built-up structure. 

For shape variation, a unified shape design sensitivity analysis method has been developed 

in Ref. 27 using the material derivative idea of continuum mechanics. For the completeness of 

discussion, the basic definition and results are written here. The process of shape variation, as 

shown in Fig. I, is viewed as the process of deforming a continuum medium form n to ll.c = 

Ta(n;t), with't playing the role of time. A shape design velocity field Va is considered as the 

perturbation of the shape design. Suppose the displacement zix.) is a smooth solution of the 

boundary value problem on the perturbed domain n~. The existence of pointwise material 

derivative zVa at x E n is shown in Ref. 27 and is defined as 

(1) 
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If Zt has a regular extension to a neighborhood Ut of the closed domain nt, denoted again 

as Zt' then 

(2) 

where 

, . Zt(x) - z(x) 
Zv (x) == 11m ....;..---

Q t->O 't 
(3) 

is the partial derivative of Z due to the shape variation V ll' and Vz = [z,l z,2 Z,3]T, where 

subscript i, i = 1, 2, 3, denotes the derivative with respect to Xi' 

Consider a domain functional, defined as an integral over ~, 

(4) 

where ft is a regular function defined on~. If 0 has Ck regularity, the material derivative of IJf 

at 0 is 

= i [f~ (x) + div(fV ll)] dO 
II Q 

(5) 

Similar to shape variation, the orientation change of a design component (as shown in Figs. 

2 and 3) is viewed as a process of rotating a continuum medium form 0 to ~ = Te(o,'t), with't 

playing the role of time. An orientation design velocity field Ve is considered as the 

perturbation of the orientation and is normal to the domain of the design component. 

Suppose the displacement ZiXt) is a smooth solution on the perturbed domain 0t. The 

pointwise derivative zv. at x E 0 due to the orientation change, if it exists, is defined as 

d I Zt(x + 'tVe(x» -z(x) 
Zv (x) == -d Zt(x + 'tVe(x» = I~"";"--~---

a 't t=O t 't (6) 

Next, define a regular extension of Zt in the original local coordinate system xrxTx3 as 

(7) 
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if x,; = x + tVe. Then, we have the relationship 

(8) 

for a line design component, and 

(9) 

for a surface design component. In Eqs. 8-9, ~(Xt(x» denotes evaluating the perturbed 

solution Zt at location xt in the original local coordinate system. Using Eqs. 8-9, Eq. 6 

becomes 

. z..:(x) - Z(X) . z..:(xt ) - z..:(x) 
zve(x) = hm + hm--.,;..-.;..-...:.--

t40 t tc.oo t 

, dA11 
=zv +-d z(x) 

e t t=O 

= z~ + VI z(x), 
e e 

fori=1,2 (10) 

where Ai' i = 1,2 is the rotational transformation matrix and Vie' i = 1,2 contains derivatives 

of the orientation design velocity field, 

Calllx -slnIU 0 0 0 0 callill 0 slnllll 0 0 o~ 1 0 0 0 0 0 
slnIU Calllx 0 0 0 0 0 1 0 -slnllll 0 0 0 CaI&y -sln&y 0 0 0 

A1(8r44i.ftP = 0 0 1 slnIU 0 0 -s Inlill 0 Callill 0 0 0 0 sln&y Cal &y 0 0 0 
o 0 0 Calllx -slnIU 0 0 0 0 callill 0 slnllll 0 0 0 1 0 0 

o 0 0 slnIU Calllx 0 0 0 0 0 1 0 0 0 0 0 CaI&y -sln&y 

o 0 0 0 0 1 0 0 0 -slnllll 0 Cal 0 0 0 0 sln&y CaI&y (11) 

where 

and 

&x=tV2,l 

Sj3=-tV3,1 

&y= ..JtV2,3 or tV3,2 
) (12) 
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0 -V'2.1 -Va. 1 0 0 0 

V:? 1 0 V:?3 Va. 1 0 0 

- Va. 1 -V:? 3 0 V'2.1 0 0 
Vt • = 0 0 0 0 -V:? 1 -Va. 1 (13) 

0 0 0 V:? 1 0 V'2.3 
0 0 0 Va. 1 -V'2.3 0 

for a line design component, and 

0 0 0 0 0 cosC511 0 sin~ 0 0 0 

o cos&. ~ nlia 0 0 0 0 0 0 0 0 

A~/)a./)~) = 
0 sinlia cos&. 0 0 ~nlia ~n~ 0 cosC511 0 o si~ 
0 0 0 0 0 0 0 0 cosC5II 0 si~ 
0 0 0 o cos&. ~nlia 0 0 0 0 1 0 

0 0 0 o sinlia cos&. 0 0 0 ~~ o cosC511 (14) 

where 

oo=tV3,2 } (15) 
/)~ = -'tV3•1 

and 
0 0 -Va. 1 0 0 0 

0 0 -V3.2 0 0 0 

V3,1 Va.2 0 0 0 -Va.,-V3.2 
V2g= 0 0 0 0 0 -Va. 1 (16) 

0 0 0 0 0 -Va. 2 
0 0 0 Va. 1 Va. 2 0 

for a surface design component. Note that, like z~ , zv' commutes with the derivative with " . 
respect to Xi. Also, the assumption of a small design perturbation has been used to obtain Eqs. 

12 and 15. Using the regular extension of a displacement function and the fact that the 

determinant of the Jacobian is independent of the orientation change, the first variation of the 

general functional in Eq. 4 due to the orientation change is 

(17) 
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3 Configuration Design Sensitivity Analysis 

The variational equation of a boundary value problem for a built-up structure can be written as 

- - -
ao(z,z) = lo(z), tor all Ze Z (18) 

where aa(z,"Z) is the energy bilinear form, loff.) is the load linear form, and Z is the space of 

kinematically admissible displacements. Assuming that the energy bilinear and load linear 

forms are differentiable with respect to the configuration and noting z = ZV + ZV , the first n e 

variation of both sides of Eq. 18 is 

.! • - I _ _ • 

= lo(z) + lvn(Z) + lve(z) = [lo(z)] (19) 

. .. 
Using the fact that i e Z and aa(z,i) = lo(Z), Eq. 19 becomes 

ao(z,z) = l~ (z) + l~ (z) - a~ (z,z) - ~ (z,z), 
{) 9 n 9 

torallzeZ (20) 

Consider a performance measure in integral form as 

'If = L g(zi1;, VZi~' Zh,jk) ~ 
, (21) 

where function g is continuously differentiable with respect to its arguments; ~~ is the ith 

component of the displacement vector z~; and Zi~,jk = a2zi/aXj~aXk~' j, k = 1, 2, 3, denotes the 

second derivative of ZiT. If only the first derivative of ZiT appears in the performance measure, 

the second derivative of ziT in Eq. 21 can be ignored. 

Using Eqs. 5 and 17 and the fact that zi = ziV + ~v, the first variation ofEq. 21 becomes 
n e 

(22) 

- -where (VeZ)i denotes the ith component of the vector Voz. In the direct differentiation method, 

Eq. 20 is solved for z with the given design velocity fields V 0 and Vo. Once the original 
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response z and the fIrst variation z are obtained, the design sensitivity expression in Eq. 22 can 

be evaluated. 

In the adjoint variable method, an adjoint equation is defIned as 

foraliAE Z (23) 

The adjoint equation is solved for the adjoint response A. Since:i is in the space of 

kinematically admissible displacements, Eq. 23 can be evaluated at i == z and Eq. 20 at ~ == A, to 

obtain 

- T T T + gz (YeZ)j'J'k + gz(Vzj Va) + gvz V(Vzj Va) + gz (Vzj Ya)'J'k] dO 
I,jk I I I,jk 

+ fa[VgTya + g(VTya)] dO (24) 

Once the design velocity fIelds Va and Ve are defIned, with the original response z and the 

adjoint response A, the confIguration design sensitivity expression in Eq. 24 can be calculated. 

4 Numerical Implementation of Configuration Design Sensitivity 
Analysis 

One virtue of the continuum design sensitivity analysis method is that its numerical 

implementation is independent of the computer program for finite element analysis [28]. The 

analysis results obtained from an established fInite element code can be used to carry out the 

design sensitivity analysis. The computational procedure of the confIguration design sensitivity 

analysis is shown in Fig. 4. The overall procedure is similar to the computational procedure for 

sizing and shape design sensitivity analyses. Design parameterizations of both the domain 

shape and the orientation of the design component are required for confIguration design 

sensitivity analysis. As mentioned in the previous section, the regUlarity requirements have to 

be considered in the selection of the design velocity fIelds. The domain shape design velocity 

Va may be generated using the boundary displacement method [29], and the orientation design 

velocity Ve can be calculated using the orientation design parameterization, such as the grid 

point locations of the design component. 

To demonstrate the accuracy of confIguration design sensitivity, the swept wing model 

shown in Fig. 5 is treated in this section. The wing is made of aluminum with Young's 

modulus E == 10.6 Mpsi, and Poisson's ratio n == 0.3 is subjected to a uniform pressure of 
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0.556 psi acting on top of the skin panels. The cross sectional areas are 0.02 in2 for 

longitudinal spar caps and 0.2 in2 for vertical spar caps. The thickness of the skin panels on the 

first half of the wing and all of the shear panels (vertical panels) is 0.2 in. The thickness of the 

skin panels on the second half (wing tip) of the wing is 0.1 in. Because of the symmetry of the 

structure and loading, only half of the wing box is analyzed. The fmite element model is created 

using the ANSYS finite element code. The model consists of 60 3-D truss elements, STIF8, 

and 130 membrane elements, STIF41. This model has 88 nodal points and 160 degrees of 

freedom. 

For a configuration design change, the tip of the swept wing is moved forward as shown in 

Fig. 5. The design velocity fields are defined so that all ribs (shear panels) that are parallel to 

the y-axis remain parallel while moving. The orientation of the spars, shear panels in the x

direction, and the skin panels will then be rotated accordingly so that the shear panels which are 

plane will remain as planes. Based on the perturbation of nodal points, linear and bilinear shape 

functions are used to obtain the shape design velocity field for the line and surface design 

components, respectively. 

The displacements at the tip of the wing, the averaged axial stress on the spar caps, and the 

averaged von Mises stress on the skin panels and the shear panels are selected as the 

performance measures. For averaged stress performance measures, the general performance 

measure given in Eq. 21 can be written explicitly as 

(25) 

where (Jij denotes the stress tensor, and mp is the characteristic function. For the averaged axial 

stress performance measure, 

(26) 

and for the averaged von Mises stress performance measure, 

(27) 

The adjoint equation of Eq. 25 is 

-
for all AE Z (28) 

and the final design sensitivity expression of Eq. 25 is 
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(29) 

Note that the differentials a~ (z,A), a~ (z,A), l~ (A), and l~ (A) in Eq. 29 are obtained by 
o 8 n 9 

adding the contributions of each truss and membrane design component An explicit expression 

of these differentials can be found in Ref. 24. The configuration design sensitivity results of 

displacement, and averaged axial stress, averaged von Mises stress are presented in Table 1. 

The results of Table 1 show an accurate prediction of 'I"(b) compared with the prediction of the 

central finite difference method ~'I'(b). 

5 Configuration Design Optimization 

The crane structure shown in Fig 6 is considered for configuration design. The element cross

sectional areas are linked as follows: Al = A4 = As = Al2 = Al6 = 10.71 in2; A2 = ~ = AlO = 

Al4 = A lS = 15.19 in2; A3 = A7 = All = Al5 = 1.94 in2; A5 = ~ = Al3 = Al7 = 5.19 in2. 

Young's modulus is E = 10 Mpsi. The material density is given as p = 0.1 Ib/in3. Finite 

element analysis is performed using the ANSYS 2-D truss element, STIFl, which has 18 truss 

elements, 11 nodal points, and 18 degrees of freedom. 

The design problem of the crane structure is stated as follows: "Design the layout of the 

structural members, subject to the geometric limitations, such that the weight of the crane will be 

minimized and none of the structural members will yield under a loading condition." Based on 

this statement, the optimal design problem can be formulated as 

min'l'o(b) 
b 

subject to 

OJ :>;00' i = 1 to 18 

and 

(30) 

(31) 

(32) 

where '1'0 is the total weight of the crane; b = [Xl (3), X2(3), Xl (5), X2(5), Xl (7), X 2(7), 

Xl (9), X2(9)]T is the design variable, which consists of the Xl and X2 coordinates of nodal 

points 3, 5, 7, and 9; OJ is the axial stress for the ith element; 00 = 20 ksi is the given allowable 

stress; and b,e = -10 in and bu = 1500 in are geometric limitations. 
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The design problem of Eqs. 30-32 is optimized using the LINRM linearization method 

[30]. For numerical design sensitivity analysis, a linear shape design velocity field is used for 

each truss design component, and derivatives of orientation design velocity are computed based 

on the orientation change of the design component. The results of the optimal crane structure 

are summarized in Table 2. The weight of the crane is reduced from 4322.77 lbs to 3904.90 lbs 

in the fmal design, which is 9.7% lower than the initial design. Also, large constraint violations 

which exist initially have been removed in the final design. This indicates that a much better 

design has been obtained with a significant saving of material. 

The convergence histories of the objective function and the 12 norm of the design 

perturbation are shown in Figs. 7 and 8. A slow convergence near the optimal point is shown 

in Figs. 7 and 8 using LINRM. About 8.2% of the cost reduction is achieved in the first 7 

iterations. Between the 8th and 75th iteration, only 1.4% of the cost reduction is obtained. 

After the 75th iteration, the value of the objective function stays almost the same. This kind of 

slow convergence has been revealed in other studies of configuration design optimization [2, 

17]. Hansen and Vanderplaats [22] presented an optimal configuration of the same crane 

structure using an approximate structural analysis based on first-order Taylor series expansions 

of the member forces. They used the super-DOT optimization packages and, as shown in Table 

2, obtained faster convergence than was obtained in this section using LINRM. The values of 

the objective function at the optimal point are nearly identical. 

The optimal configurations are similar in Figs. 9(b) and 9(e). The configurations obtained 

from LINRM at the 7th, 20th, and 95th iterations are shown in Figs. 9(c), 9(d), and 9(e), 

respectively. As shown in Figs. 9(d) and 9(e), the shape at the 20th iteration is close to the fmal 

configuration, and yet the program takes another 75 iterations to get the final design. The 

results obtained from LINRM tend to have a sharp tip with evenly distributed cross members. 

Acknowledgement: Research supported by NSF-Army-NASA Industry/University 

Cooperative Research Center for Simulation and Design Optimization of Mechanical Systems. 
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Table I Configuration Design Sensitivity Results of a Swept Wing Model 

Nodel DirJ y(b-db) y(b+db) Dy(b) y'(b) Ratio 
Elem. Stress % 

81 X3 0.20586E+02 0.20269E+02 -0.31699E+00 -0.31700E+00 100.0 
82 X3 0.20998E+02 0.20664E+02 -0.33409E+00 -0.33409E+00 100.0 
83 X3 0.21469E+02 0.21115E+02 -0.35364E+00 -0.35364E+00 100.0 
84 X3 0.21971 E+02 0.21597E+02 -0.37451 E+OO -0.37452E+00 100.0 
1 CfaxiaJ -0.74291E+04 -0.75105E+04 -0.81426E+02 -0.81426E+02 100.0 
2 CfaxiaJ -0.14745E+05 -0.14643E+05 0.10288E+03 0.10288E+03 100.0 
3 CfvM . 0.85701 E+04 0.85801 E+04 0.99366E+01 0.99431 E+01 100.1 
4 CfvM 0.14260E+05 0.14266E+05 0.52348E+01 0.52420E+01 100.1 
5 CfvM 0.13482E+05 0.13486E+05 0.37437E+01 0.37431 E+01 100.0 
6 CfvM 0.14530E+05 0.14424E+05 -0.10514E+03 -0.10514E+03 100.0 
7 CfvM 0.14479E+05 0.14395E+05 -0.84104E+02 -0.84108E+02 100.0 
8 CfvM 0.75624E+04 0.74249E+04 -0.13746E+03 -0.13747E+03 100.0 
9 CfvM 0.38504E+04 0.37776E+04 -0.72837E+02 -0.72864E+02 100.0 
10 CfvM 0.43730E+04 0.42345E+04 -0.13849E+03 -0.13854E+03 100.0 
11 CfvM 0.31716E+04 0.30755E+04 -0.96121 E+02 -0.96311 E+02 100.2 
63 CfvM 0.67083E+04 0.66969E+04 -0.11379E+02 -0.11381 E+02 100.0 
64 CfvM 0.10459E+05 0.10413E+05 -0.46390E+02 -0.46393E+02 100.0 
65 CfvM 0.10149E+05 0.10114E+05 -0.35354E+02 -0.35360E+02 100.0 
66 CfvM 0.88308E+04 0.88073E+04 -0.23486E+02 -0.23491 E+02 100.0 
67 CfvM 0.92998E+04 0.92785E+04 -0.21310E+02 -0.21315E+02 100.0 

Note: CfvM denotes the element averaged von MlseS stress. 

Table 2 Numerical Results of the Optimal Design of a Crane 

Initial Design Final Design 
LlNRM Hansen [221 

X1 (3)* 1000.00 920.80 881.42 
X2(3) 0.00 202.36 178.76 
X1(5) 750.00 647.28 628.90 
X2(5) 0.00 151.20 124.92 
X1(7) 500.00 428.17 390.54 
X2(7) 0.00 83.11 66.79 
X1(9) 250.00 305.07 313.16 
X2(9) 0.00 42.28 45.03 

Cost YO 4322.77 Ibs 3904.901bs 3906.81bs 

).2 Norm of Gradient 54.13692 0.27161 -
No. of Active 1 7 -
Constraints 

Maximum Normalized 1.577319 0.42802 x 10-4 -
Constraint Violation 

No. Iteration 95 8 
*Note. Coordmates are m mches. 
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Shape Design Sensitivity Analysis and What-if Tool 
for 3-D Design Applications 

Kuang-Hua Chang and Kyung K. Choi 
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Engineering, The University of Iowa, Iowa City, Iowa 52242, USA 

Abstract: Shape design parameters that govern the geometric shape of a structural 

component are the most effective way to improve design of 3-D elastic solid components. 

Four major characteristics, however, that are unique to the shape design problem make it 

more complicated than the traditional sizing problem; (1) it is difficult to retain the accuracy of 

fmite element analysis results for a design model whose geometry changes during the design 

process, (2) it is difficult to handle the sophisticated shape design parameterization and update 

geometric shape, (3) efficient computation of shape design sensitivity information for a large 

scale problem is difficult to achieve, and (4) visualization of important design sensitivity 

information and automation of shape design processes to provide an effective design 

environment is not available. 

To support Concurrent Engineering activities, design parameters defined in the CAD 

model are the most important common data shared by various engineering disciplines. Design 

sensitivity analysis that computes structural responses with respect to design parameters 

defined in the CAD model is a critical step to support Concurrent Engineering activities. 

This paper presents a methodology to support structural shape design for 3-D elastic solid 

components, using the geometric modeler PATRAN [1]. The proposed methodology 

overcomes four major difficulties of shape design; accuracy, integration, efficiency, and 

effectiveness. A clevis and a turbine blade examples are given to demonstrate capabilities of 

the design tool. 

Keywords: shape design / sensitivity analysis / concurrent engineering / finite element 

analysis / material derivative / shape design variable / numerical implementation / user 

interface / CAD 
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1 Introduction 

Shape design problems in which the structural geometry is to be detennined have attracted the 

attention of both academic and industrial researchers during the past ftfteen years. The reason 

for this interest is that traditional sizing design variables have proven less effective than shape 

design variables for many applications [2]. Four major characteristics that are unique to shape 

design make it more complicated than traditional sizing design. The ftrst difftculty is to 

maintain the accuracy of ftnite element analysis results during the design process. In analysis 

of a 3-D structural component with a sophisticated geometric shape, a reftned ftnite element 

mesh is necessary to accurately capture stress concentration. Thus, the dimension of ftnite 

element models tends to be very large for 3-D structural components. Furthermore, the ftnite 

element mesh is continuously changing since the geometry of the design model is changing 

during the design process [2,3]. Maintaining accuracy of ftnite element analysis is difftcult 

since ftnite element meshes may become distorted due to a change in structural shape. 

Currently, most of the CAD modelers in the market have automatic mesh generation capability 
that reduces the ftnite element modeling effort. However, lack of error analysis and mesh 

adaptation capability and supporting small class of ftnite element types present major 

disadvantages of moving shape DSA to CAD modelers. 

Second, shape design parameterization is more complicated and difftcult to handle than 

sizing design parameterization. The optimum shape is highly dependent on the geometric 

parameterization method. An inappropriate design parameterization may result in an 

impractical design. On the other hand, changing the geometric shape of the design model to 

reflect successive changes in design parameters is a tedious, complicated, and inefftcient 

process. Manual updates of geometric shape and ftnite element meshes are quite impractical. 

An efficient automatic shape updating procedure is needed for supporting the shape 

design process. 
The intensive computations associated with shape design sensitivity analysis constitute the 

third difftculty. Design sensitivity evaluation and function updates, which involve generation 

of design velocity fields for all shape design parameters and finite element analysis, 

respectively, are computationally intensive tasks. An efftcient and reliable computational 

algorithm that fully utilizes the computational power of a computer network is necessary to 

speed up computations. 

The fourth and most difftcult problem is the development of an interactive design process 

that provides effective visualization of design sensitivity information and supports automation 

of the shape design process. An integrated and automated design environment must be 

developed to minimize difftculty in handling tedious routine operations, such as control of 

execution of programs and data manipulation. This shape design environment must also 

provide tools for easy interpretation of design results. 
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The proposed methodology overcomes four major difficulties of shape design; accuracy, 

integration, efficiency, and effectiveness, using the following strategies: (1) implementation 

of error analysis and interactive mesh adaptation methods to ensure accuracy of fmite element 

analyses in the shape design process, (2) development of a systematic design method, 

including shape design parameterization method to handle a large class of structural shape 

design problems, (3) implementation of an integrated shape design computation procedure to 

compute design sensitivity information for a large class of problems, (4) development of an 

efficient shape design sensitivity analysis method, utilizing the shape design component 

approach, to solve large scale problems, (5) implementation of an efficient distributed 

computational algorithm for shape design sensitivity analysis, (6) demonstration of a design 

process that utilizes "sensitivity display" and "what-if study" design steps to obtain improved 

designs, and (7) development of a menu-driven user interface to integrate and ease the shape 

design process. 

Development of a shape design tool involves many different disciplines. Capabilities that 

are necessary to develop an integrated shape design tool include: (1) geometric modeling, (2) 

finite element mesh generation, (3) fmite element error analysis and adaptive mesh refinement, 

(4) shape design parameterization, (5) velocity field and design sensitivity computation, (6) 

geometric shape and finite element mesh updates, (7) computational speedup, (8) system 

integration, and (9) data management. The major challenge is to bring up-to-date technologies 

in each discipline and appropriate methodologies that are developed or adapted in the design 

process to overcome the four difficulties noted above. 

A major concern for shape design is that the concept, methodology, and data structure in 

CAD communities are not yet unified. A single methodology for shape design that will 

support several CAD modelers is not known at this moment. Moreover, lack of CAD 

connection to dedicate finite element analysis codes creates another difficulty in developing 

design sensitivity analysis capabilities directly to the CAD modelers. In spite of these 

difficulties, bringing the various disciplines to bear on development of a structural shape 

design methodology using PATRAN, which has strong connection to major finite element 

analysis codes, is the major goal of this study. 

2 Shape Design Sensitivity Analysis and What-if Tool 

From a functionality point of view, three design stages: pre-processing, design sensitivity 

analysis, and post-processing, have been developed in the Shape Design Sensitivity Analysis 

and What-if Tool (SDSW) to support shape design process. The pre-processing design stage 

includes geometric and finite element modeling, design parameterization, and definition of 

performance measures. In this design stage, fmite element error analysis and mesh adaptation 
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methods are developed and implemented to ensure accuracy of finite element analysis results~ 

A design parameterization method is developed to support the design process. 

In the design sensitivity analysis stage, the SDSW will compute design derivatives of pre

defined structural performance measures with respect to shape design parameters that are 

defined in the P ATRAN geometric model. For this stage, a systematic and general method 

for boundary and domain velocity field computations is developed. The SDSW uses velocity 

field information, post-processing finite element data, and adjoint or sensitivity reanalysis 

results to compute design sensitivity information. Generation of design velocity fields and 

computation of design sensitivity information are distributed over a network of computers to 

speed up computation [4]. All design sensitivity computation processes are integrated and 

automated, using UNIX shell scripts [5]. Consequently, the sophisticated and complicated 

shape design sensitivity computation can be launched by simply clicking on a menu icon from 

the user interface. 

By providing "sensitivity display" and "what-if study" capabilities, the post-processing 

stage will allow the design engineer to manipulate and display design sensitivity information 

and assist in finding improved designs. The entire shape design process is integrated by 

employing a menu hierarchy system using engineering spreadsheet [6] and OSF-Motif [7]. 

3 Pre-Processing Design Stage 

The major goals to be achieved in the pre-processing design stage are: (1) constructing a 

design model based on the geometric concept, (2) bringing the geometric concept into the 

SDSW through design parameterization, (3) translating the design model into a fmite element 

analysis model for design evaluation, and (4) defining performance measures for which 

design sensitivity information is to be computed. To achieve these goals, the following steps 

must be performed: geometric modeling, design parameterization, mesh gen(:ration, finite 

element modeling, finite element analysis, finite element error analysis, visualization of finite 

element error, mesh adaptation, visualization of the finite element mesh, performance measure 

definition, and visualization of structural performance. The basic design process and 

computation procedures of the pre-processing design stage are shown in Figure 1. 

3.1 Shape Design Parameterization 

The shape design parameterization method developed in this study.deals with geometric 

features. A geometric feature is a subset of the geometric boundaries of a structural 

component. For example, a fillet or a circular hole is a geometric feature that has certain 
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Figure 1. Pre-Processing Design Stage 

characteristics associated with it and is likely to be chosen as the design. A geometric feature 

with design parameters defined is a parameterized geometric feature. A parameterized 

geometric feature is treated as a single entity in the shape design process. For example, a 

circular hole, with the radius and location of its center defined as design parameters, is a 

parameterized geometric feature. Such a parameterized circular hole can be moved around in 
the structure, with its size varied due to design changes. However, the shape of the circular 

hole is retained. 

The design parameterization method developed in this study uses the basic PATRAN 

capability. In PATRAN, all geometric entities are represented using parametric cubic (PC) 

lines, patches (surfaces), and hyperpatches (solids). A planar parametric cubic line is 

represented as [8] 

= U A, u e [0,1] (1) 
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where p(u) = [Px' Py]' u is the parametric direction of the line with domain [0,1], and 

ai = [aix, aiy]' i = 0 to 3, are the algebraic coefficients of the curve. 

From Equation 1, it is obvious that any component of the parametric cubic line can change 

the sign of its slope at most twice, and it can have only one inflection point. Consequently, 

parametric cubic (PC) entities such as PC lines and PC patches minimize the possibility of 

yielding oscillatory boundaries in the design process [3]. However, certain geometric 

features with pre-defined shapes or sophisticated geometry, such as a cylindrical hole, cannot 

be represented by a single bicubic patch. To minimize modeling errors, it is necessary to 

model such a boundary by breaking it into small pieces. In the design process, these pieces 

must be "glued" together as one geometric feature by linking design parameters appropriately. 

For shape design, spatial parametric bicubic patches are utilized to represent design 

boundaries of 3-D structural components. 

A three-step shape design parameterization procedure has been developed in this study. 

The first step is to create a geometric feature by grouping a number of inter-connected 

geometric entities and defining the type of the geometric feature. The second step is to define 

design parameters within each geometric feature. Geometric features that are frequently used 

in construction of structural components can be put in the library of pre-defined geometric 

features. The designer can parameterize these features by simply selecting the associated pre

defined shape design parameters from the user interface menu. On the other hand, geometric 

features that are not included in the library must be defined as user-defined features. To 

generate a parameterized user-defined geometric feature, the designer can use the design 

parameter definition within the geometric entities and link design parameters across the 

entities. The third step is to link design parameters across parameterized geometric features, 

if necessary. 

As described above, the fundamental shape design parameterization is defined within 

geometric entities, and parameterized geometric features are created using geometric entities. 

Hierarchy of the design parameterization method is shown in Figure 2. 

• Parameterized 
Geometric 
Modet 

• Link 
Geometric 
Features 

• Parameterized 
Geometric 
Features 

• Link 
Geometric 
Entities 

• Parameterized 
L-__ .J Geometric 

Ent~ies 

Figure 2. Hierarchy of Shape Design Parameterization 
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In general, there are forty eight degrees of freedom for a parametric bicubic surface. The 

mathematical expression for a bicubic parametric surface is 

p(u,w) 
3 

L 8ij u i wi 
i,j=O 

= [u3 u2 u 1] [
833 832 831 830] [W3] 
823 822 821 820 w2 

813 8 12 8 11 8 10 w 
803 802 801 800 4x4x3 1 4x1 

= U A WT . (u,w) E [O,1]x[O,1] (2) 

where p(u,w) = [Px' Py' Pz]' aij = [aijx, aijy' aijz] are the algebraic coefficients of the surface, 

and u and w are the parametric directions of the geometric entity. The above bicubic patch in 

algebraic format can be translated into other formats, such as Bezier, geometric, etc., using 

linear transformation to support various design applications [4]. 

A bicubic surface (patch) in geometric format is represented by the positions, tangent 

vectors, and twist vectors at the four comer points of the surface, as shown in Figure 3. To 

parameterize the geometric surface, all 48 geometric coefficients in the B matrix can be 

defined as shape design parameters; i.e., 

(3) 

Curve 2 

Figure 3. Geometric Surface 
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In this study, algebraic, geometric, 16-point, Bezier, plane surface, cylindrical surface, 

ruled surface, and surface of revolution are developed for handling 3-D shape design 

problems. To parameterize the geometric curve, a design parameterization menu shown in 

Figure 4 is implemented to allow the designer interact with the SDSW conveniently. 

Figure 4. Design Parameterization Menu 

3.2 Error Analysis and Mesh Adaption 

Finite element error analysis and mesh adaptation procedures are used to ensure accuracy of 

the analysis model. The Simple Error Estimator developed by Zienkiewicz [9,10] is used for 

finite element error analysis. An interactive mesh adaptation algorithm that uses error 

information as a criterion for element size adjustment has been developed [11]. PATRAN's 

meshing capabilities are utilized to perform mesh refmement process interactively. 

To perform mesh adaptation process, a preliminary finite element model with coarse mesh 

is generated first using PATRAN. The mesh is then refined according to the specified mesh 

refinement criterion. The mesh refinement criterion ~ [9] adopted in this paper requires that 

the following inequalities be satisfied at all elements of the refined model, 

11i S 11, i = 1 , number of eI ernents (4) 

where Tti is the percentage error for ith element in the energy norm [4,9]. 

Since the error estimate is computed for each element, it can be displayed over the 

structural domain using color contours to identify regions with high error. The ratio between 



www.manaraa.com

745 

element percentage error T1i and refmement criterion ~ determines elements that need further 

refinement, and the amount of refinement [4,9]. 

High stress concentration areas are of critical concern for design engineers. To ensure 

adequate accuracy of PEA stress results, a refmed mesh must be used in these critical regions. 

To what extent the mesh should be refined is difficult to determine beforehand. Large errors 

may occur in areas with low stress. Only regions of high stress concentration and large error 

accumulation need to be refined. In this study, both stress and error contour plots are 

displayed in a PA TRAN window, to help the designer in refming the mesh. 

4 Design Sensitivity Analysis 

In continuum shape design sensitivity analysis, shape of the structural domain is treated as the 

design variable. The relationship between a shape variation of a continuous domain and the 

resulting variation in structural performance measures can be described by the material 

derivative of continuum mechanics [16]. 

The continuum form of the governing equation on a deformed domain ilt can be 

written as 

for all z~ E Z1 (5) 

where Z, is a virtual displacement, Z't is the space of kinematically admissible virtual 

displacements, and au,(zt'z~) and .tu,(i;J are the energy bilinear and load linear forms, 

respectively. The subscript il't in Equation 5 is used to indicate the dependency of the 

equilibrium equation on the domain of the structure. 

Performance measure such as displacements and stresses can be written in integral 

form as 

(6) 

Using the adjoint variable method of shape design sensitivity analysis, the design derivative 

of the performance measure '¥ of Equation 6 can be expressed as 

(7) 
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where A is the solution of the adjoint equation 

for all XE Z (8) 

For the direct differentiation method, the design derivative of the perfonnance measure 'P 

can be written as 

(9) 

where z is the solution of the equation 

for all ZE Z (10) 

The subscript V on the right sides of Equations 7 and 10 is used to indicate the dependency of 

the tenns on design velocity fields. 

Numerical evaluation for Equations 7 and 10 requires knowledge of the original structural 

responses z, adjoint responses A, material derivative z, and the design velocity field V. The 

solution z of Equation 5 is obtained from finite element analysis carried out in the pre

processing design stage. The solutions A and z of Equations 8 and 10, respectively, are 

obtained by restarting the finite element analysis code with different loading vectors, i.e., 

right sides of Equations 8 and 10. Proper generation of design velocity fields is an important 

step in obtaining accurate shape design sensitivity infonnation. Velocity field and sensitivity 

computation methods are discussed in the following sections. 

4.1 Velocity Field Computation 

For design sensitivity analysis, boundary velocity field that occurs due to shape design 

perturbations is first computed. Domain velocities are then computed, using either the 

Boundary Displacement [12-14] or isoparametric mapping method [15]. In order to support 

the Boundary Displacement method, a general scheme has been developed to identify 

boundary curves and surfaces of the geometric model [4]. Once the velocity fields are 

computed, sensitivity coefficients can be evaluated using either direct differentiation or adjoint 

variable methods. Note that the velocity field computation is decoupled from the 

sensitivity computation. 
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4.2 Boundary Velocity Field Computation Using the Isoparametric Mapping 
Method 

Computation of the boundary velocity field for the discretized finite element model is directly 

related to the design parameterization that is defined for the geometric model. As discussed 

previously, the most primitive design parameters are defined on the geometric entities. In 

order to parameterize the geometric features, design parameter linking must be carried out 

across geometric entities. Consequently, the boundary velocity field must be computed for all 

the geometric entities on which the associated shape design parameters, either independent or 

dependent, are defined. Using the isoparametric mapping method, the boundary velocity field 

can be expressed as 

[

0833 0832 0831 0830 ] [ 3] 
= [u3 u2 u 1) 0823 0822 0821 0820 :2 

081308120811 0810 w 
0803 0802 0801 0800 4x4x3 1 4x1 

= U OA WT, (u,w) E [O,1)x[O,1) (11) 

where matrix oA is the algebraic form of shape design perturbations of the geometric entity 

that represents the design boundary. Vectors U and W are locations of nodes in the 

parametric directions of the geometric entity of the design boundary. The matrix oA can be 

obtained from the perturbed design parameter matrix oB following a linear transformation. 

Matrix oB is defined as the variation of the design parameter matrix B of the geometric entity. 

4.3 Design Sensitivity Computation 

To compute design sensitivity information, both the adjoint variable and direct differentiation 

methods of continuum design sensitivity analysis have been implemented to achieve a more 

efficient computation, together with the domain method of shape design sensitivity analysis 

[4,16,17]. To provide a transparent design environment, a UNIX shell script has been 

written to automate complicated shape design sensitivity computation procedures, as shown in 

Figure 5. 

4.4 Shape Design Sensitivity Analysis Using Submodeling Techniques 

In engineering structural analysis, where the geometric shape of the structure is complicated 

and accurate stress analysis is required, the structural model may be very large. For such 



www.manaraa.com

748 

• 
• 
• 

CPU's 

Adjoint or Sensnivity 
Reanalysis 

FEANALVZER 

Nodal Displacement 
Retrieval ~-"'~=:::lI 

FEINT 

Figure 5. Design Sensitivity Computation Procedure 

models, shape design sensitivity computations require that velocity field computations, adjoint 

or sensitivity reanalyses, and domain integration be carried out on the entire domain of the 

model. Consequently, intensive computations, large memory space, and large disk space are 

necessary. In SDSW, shape design sensitivity computations using a design component 

method incorporating PATRAN's "assembly" capability for easy submodeling are 

implemented. Using the submodeling approach, significant saving in computation and 

accurate design sensitivity information are obtained [4]. 

4.5 Distributed Computational Algorithm 

To speed up design sensitivity computations, boundary and domain velocity computations, 

adjoint and sensitivity reanalyses, and numerical integration are distributed over a network of 

computers [4]. To support the distributed design sensitivity computation, a client-server 

model built on top of the Apollo Network Computing System (NCS) [18] is used. With the 

distributed design sensitivity computation, an almost linear performance speedup has been 

obtained [4,19]. 
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5 Post-Processing Design Stage 

The post-processing design stage supports two capabilities: design sensitivity display and 

what-if study [20,21], as shown in Figure 6. A method that utilizes PATRAN visualization 

capabilities for display of shape design sensitivity information has been implemented. For 

design sensitivity display, the steepest descent direction of a performance measure is 

displayed using color plots. First order predictions of performance measures with respect to a 

specific perturbation of design parameters are provided to assist the designer in the design 

decision making process. Predicted values of performance measures for perturbed designs 

can be computed in the what-if study step, using design sensitivity information and 

performance values of the current design. A general algorithm that uses design velocity fields 

and design parameter perturbations for computing new node positions at perturbed designs 

has been developed. An automatic geometric shape updating method, using PA TRAN' s 

geometric database, has also been developed [4]. Both the finite element mesh and the 

geometric shape are updated directly in PATRAN's database, usingPATRAN commands or 

database I/O routines [22]. Predicted performance values of the what-if study can be 

displayed on the perturbed geometric or fmite element model. 

Figure 6. Post-Processing Design Stage 

The advantage of using the what-if study, compared with reanalysis, is that the former 

does not require the designer to go through geometric modeling, model translation, and finite 

element analysis to evaluate new designs. Indeed, the post-processing capabilities of the 

SDSW permit the designer to perform many design tryouts in a short time, with the minimum 

requirement of both human and machine efforts. 
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To allow the design engineer to perform finite element analysis for the next design 

iteration, nodal point positions are updated directly in the analysis input command file. Since 

the finite element mesh can be updated using the velocity field, mesh generation is not 

required for the perturbed design unless the finite elements become distorted during the 

design process. 

5.1 Finite Element Mesh Update 

The finite element mesh of the perturbed design can be generated using velocity field 

information. The locations of nodes in the perturbed design can be computed by 

Pb + op 
n 

Pb + L Vi obi 
i=1 

( 12) 

where Pb+ob and Pb are the locations of the nodes of the perturbed and the current designs, 

respectively; op is the nodal point movement due to design perturbations; Vi and Obi are the 

velocity field and the perturbation of the ilh design parameter, respectively; and n is the 

number of design parameters. 

The nodal point positions of the perturbed design can be updated in P A TRAN by 

inputting op directly through the PATRAN "node editing" command [1]. With the new nodal 

positions in the PATRAN database, the new finite element mesh can be generated and 

displayed in PATRAN. The finite element analysis input file for the perturbed design can be 

obtained by replacing element nodal point locations in the input data file with the perturbed 

node locations Pb+ob' The finite element input data file for the new design is now ready for 

the next analysis since the finite element topology information, material properties, element 

geometric properties, and boundary conditions are retained. The capabilities of the finite 

element mesh updating process for both the PATRAN database and the analysis input file 

have been implemented. 

5.2 Geometric Shape Update 

The geometric shape of the perturbed design can also be determined by manipulating the 

design parameter perturbation and geometric data of the structure. Using the above 

information, the geometric coefficient matrix of the perturbed geometric entity can be obtained 

[4]. The geometric entity can then be updated by changing the PATRAN database, using 

PATRAN commands or database I/O routines [22]. 
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With the capabilities developed in the post-processing design stage, the structural 

performance measures of the current and perturbed designs can be displayed on their 

respective finite element models in PATRAN. Also, finite element analysis of the perturbed 

design can now be carried out. Furthermore, the geometric shape of both the current and the 

perturbed designs can be displayed in PATRAN. Visualization of this design information will 

help the designer relate predicted performance measures with the perturbed geometric shape. 

6 Examples 

Two design applications, a 3-D clevis and a turbine blade, are presented to demonstrate the 

design methodologies developed in the SDSW. In the turbine blade example, difficulty 

encountered in model translation from CAD modeler to P ATRAN is discussed. 

6.1 3-D Clevis 

A redesigned clevis model [23] shown in Figure 7(b) is utilized to demonstrate the SDSW 

capabilities. This clevis connects a tow bar and the top eye hookup of the M-l tank. When 

the M-l tank is subjected to certain maneuvers, interference exists between the clevis and the 

hookup. In order to eliminate such an interference, a decision was made to place a chamfer 

on the lower surface of the clevis to increase vertical motion of the tow bar, as shown in 

Figure 7. 

Standard Clevis 

(a) Standard Clevis 

Figure 7. 3·0 Clevis 

M-1 Tank 
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(b) Redesigned Clevis 

Figure 7. 3-D Clevis (con't) 

M-1 Tank 

However, the redesigned clevis failed in the field test, due to stress concentration on its 

lower surface. Finite element analysis results confirmed the stress concentration in the lower 

surface, as shown in Figure 8(a) (at the upper edge of the semi-cylindrical surface with stress 

label G), under boundary conditions applied at the four half pins, as shown in Figure 8(b). 

The material properties are Young's modulus E = 1O.5x106 psi and Poisson's ratio v = 0.3. 

The finite element model has 247 20-node isoparametric elements ANSYS STIF 95 [24], with 

5,000 degrees offreedom. 

~ .. 
n.n7. ' ; 

lIINL. I 

!nlt, o 

'll~ . ' 

1Rl'41 . I 

(a) Von Mises Stress Distribution (b) Finite Element Model 

Figure 8. The Redesigned Clevis Model 

Design Parameterization 

The objective of modifying the redesigned clevis is to reduce the stress concentration by 

altering certain boundary surfaces without significantly increasing its weight. To 
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parameterize the redesigned clevis model, five geometric features, front surface, rear surface, 

semi-cylindrical surface 1, semi-cylindrical surface 2, and top surface are identified as design 

boundaries, as shown in Figures 9(a) to (e), respectively. Notice that a surface (patch) in 

PATRAN is represented by a 3x3 lattice, not a 3x3 finite element mesh, as shown in 

Figure 9. 

o do. 
• 'p2 
.... dp3 
+ dpO 
", dpO 

(a) Geometric Feature 1 -- Front Surface 

0 cJp1 1 • dp1Z .... dp1:l • dp14 
", dp' S 

(c) Geom. Feature 3 - Semi-Cyl. Surface 1 

o """ • <%>7 
.... dpS 
+ dp. 
T GP10 

(b) Geometric Feature 2 -- Rear Surface 

0 dl) ~ 6 • di:1I1 7 
A ClP'8 • ClpUI 
", dp20 
X CP.21 

(d) Geom. Feature 4 - Semi-Cyl. Surface 2 

o , '022 
• , 0023 
A , d02' 
• : do2S 
ow : dp26 

(e) Geometric Feature 5 -- Top Surface 

Figure 9. Design Parameterization of The Redesigned Clevis 
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To parameterize the first geometric feature, the fifteen patches are parameterized as 

geometric patches, and the y-coordinates of the seventeen grid'points are linked as five 

independent shape design parameters, marked with five symbols, as illustrated in Figure 9(a). 

For this geometric feature, CO-continuity is retained by the design parameter linking at the 

grids of inter-surface boundaries. Moreover, CLcontinuity is retained since the tangent 

vectors and twist vectors are invariant. As with the first geometric feature, the geometric 

surfaces are utilized to parameterize the other geometric features, and shape design parameters 

are defined at grid points and linked as independent design parameters, marked with symbols. 

For the rear surface, y-coordinates are allowed to vary. For the two semi-cylindrical 

surfaces, x-coordinates are allowed to vary. For the top surface, z-coordinates of the grid 

points are defined as shape design parameters. As a consequence, 26 independent design 

parameters are defined at the five geometric features to parameterize the clevis, as listed in 

Table 1. 

Table 1. Design Parameterization of The Clevis 

Geom. Feature Name Design Parameter Id Values (m.) 
Front Surface ·0· Level @1 ~45 

••• Level @2 -2.45 
• ... ·Level dp3 -2.45 
••• Level @4 ~36 
• .,.. Level @5 -2~ 

Rear Surface ·0· Level dp6 2.40 
••• Level dp7 2.46 

• ... "Level @8 2.56 
••• Level dp9 2.5b 
• .,.. Level @10 ~.56 

Semt-C Surface 1 ·0· Level dp11 0.0471 
••• Level dp12 0.0462 
• ... "Level dp13 U~ 
••• Level dp14 0.0462 
• .,.. Level dp15 0.0462 

Semi-C Surface 2 ·0· Level ~16 -1.25 
••• Level ~17 -l~ 
• ... ·Level dp18 -1.25 
•• " Level dp19 -1.25 
• .,.. Level dp20 -1.25 
·x" Level dp21 -1.25 

Top Surface ·0· Level dp22 1.7J 
••• Level dp23 1.98 
• ... ·Level dp24 2.40 
••• Level dp25 2.56 
• .,.. Level dp26 2.56 
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Design Sensitivity Analysis 

Boundary Displacement and direct differentiation methods are used to evaluate velocity 

fields and sensitivity coefficients, respectively. Accuracy of the sensitivity coefficients has 

been verified using central fmite difference offmite element analysis results [15] and a what

if study result discussed next. 

Shape Design Sensitivity Display 

The influence of design parameters on the stress performance measure is displayed in 

Figure 10. The performance measure is defined as the von Mises stress at a Gauss point in 

the element 219, where stress is concentrated, as shown in Figure 8. The contours of nodal 

point movements of the steepest descent design sensitivity direction are given in 

Figures 1O(a) - (e), and the sensitivity coefficients are listed in Table 2. 

Table 2. Design Sensitivity Coefficients and Design Perturbation 

dpid 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 

Sensitivity (219) 
5469.8 
3258.0 
734.7 

1434.6 
640.3 

-8396.9 
-5599.7 
-3417.3 
-1265.3 

293.2 
193.3 

-42l.4 
-5270.9 

-13625.1 
-4438.0 
1798.0 
5304.0 
8595.1 

12102.7 
10131.9 
3225.75 
217.7 

2149.8 
2469.6 
680.3 
299.3 

Current Values 
-2.45 
-2.45 
-2.45 
-2.36 
-2.36 
2.40 
2.46 
2.56 
2.56 
2.56 
0.0471 
0.0462 
0.0462 
0.0462 
0.0462 

-1.25 
-1.25 
-1.25 
-1.25 
-1.25 
-1.25 
1.73 
1.98 
2.40 
2.56 
2.56 

Perturbation 
-0.0804 
-0.0479 
-0.0108 
-0.0210 
-0.0094 
0.1235 
0.0824 
0.0493 
0.0156 

-0.0043 
-0.0028 
0.0062 
0.0775 
0.2000 
0.0654 

-0.0272 
-0.0797 
-0.1265 
-0.1765 
-0.1485 
-0.0471 
-0.0032 
-0.0316 
-0.0363 
-0.0100 
-0.0044 

Figure 1O(a) shows that, on the front surface, moving those grid points marked with 

"0"; i.e., design parameter 1, a unit magnitude in the negative y-direction to make the front 

surface thicker decreases the stress in element 219 by an amount of 5,470 psi. Design 
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(e) Geometric Feature 5 -- Top Surface 

Figure 10. Contours of Sensitivity Display for 3-D Clevis 

parameter 2, which is defined. as the y-movement of the grid point marked. with "." similarly 

decreases the stress, but by a lesser amount. The other design parameters are not influential. 

Figure lO(b) shows that, on the rear surface, perturbing design parameter 6, which are 

defined at grid points marked with "0", a unit magnitude in the positive y-direction causes 

the rear surface to be thicker decreases the stress concentration an amount of 8,400 psi. The 

other design parameters defined. on the rear surface similarly decrease the stress, but by a 

lesser amount. 

Figure lO(c) shows that design parameter 14, which is defined as the x-movement of 

grids marked. as ".", has the most influence on the stress performance. Perturbing design 
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parameter 14 \l unit magnitude in the x-direction to make the upper cylindrical surface thicker 

decreases the stress concentration 13,600 psi. The other design parameters defined on the 

cylindrical surface similarly decrease the stress, but by a lesser amount. For the other 

cylindrical surface, moving the grids marked as "."; Le., design parameter 19, a unit 

magnitude in the negative x-direction decreases the stress concentration 12,000 psi, as shown 

in Figure lO(d). The other design parameters defined on the cylindrical surface similarly 

decrease the stress, but by a lesser amount. Among the five geometric features, the design 

perturbations on the top surface have the least influence on the stress concentration. 

However, the interesting observation is that, instead of adding material to the top surface, 

moving the grids inward reduces the stress concentration. This is because by cutting out the 

material on the surface, the overall stress field is redistributed so that the stress concentration 

is reduced. 

In summary, the most influential design parameters are located on the two cylindrical 

surfaces. The closer the grids are to the stress concentration area, the more influential they 

are. Moreover, the variations of the top surface have little influence. 

What-if Study 

Based on the design sensitivity display, a design perturbation that perturbs the design in 

the steepest descent direction, but allows a maximum 0.2 in. boundary movement is selected 

to carry out the what-if study. Design perturbations are summarized in Table 2. Figure 11 

shows that, following such a design perturbation, the von Mises stress of the Gauss point 

defined at element 219 is reduced from labels E to F (127,618.5 to 116,369.1 psi), without 

introducing other stress concentrations. For such design changes, the volume of the clevis 

increases from 89.674 to 91.566 in3; i.e., a 2.1 % increment. Finite element analysis results 

for the perturbed design show that the maximum von Mises stress of the Gauss point is 

reduced from 127,618.5 to 117,522.1 psi, a 7.9% stress reduction, as listed in Table 3. 

Figure 11.. What·if Study for 3-D Clevis 
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Table 3. What-if Results and Verification 

Perfonnance Current Value Predicted Value % change FEA Results Accuracy% 
Stress 219 127618.5 116369.1 -8.81 117522.1 89.8 

6.2 Turbine Blade 

Physically, a blade is inserted to a slot in a disc mounted on a rotating shaft, as shown in 

Figure 12. The blade can be divided into four major parts, air foil, platform, shank, and 

dovetail. Due to shaft rotation, fluid pressure is applied on the surface of the air foil, and a 

centrifugal force is applied to the whole blade structure. By analyzing the blade model, the 

centrifugal force is found dominant in contributing to blade structural deformation, therefore 

the fluid pressure is ignored in the finite element and sensitivity analyses. Moreover, as 

found in the finite element analysis, since platform does not contribute significantly to the 

blade structural behaviors, it is removed in the modeling process. Note that shank is the part 

that sustains a major stress flow from the dovetail to the air foil, due to rotation. 

Shank ---JE:-\~~=--

Dovetail 
(Inserted to Disc) 

Figure 12. Turbine Blade Physical Model 

Platform 

Profile of the air foil is determined by air dynamics analysis which is not considered to 

change in this study. However, shape of the shank and dovetail can be modified to improve 

the blade structural performance. 

Initially, the turbine blade model was created using the CAD modeler ICAD. However, 

the SDSW needs a turbine blade PATRAN model as a starting point. Unfortunately,ICAD 

and PA TRAN do not cominunicate each other directly. To create a PA TRAN blade model, an 

ICAD model is recreated using parametric curves and saved in an ASCII file in IGES [25] 

format. The IGES ASCII file is then transferred to PATRAN, using PATIGE [25], to create 

a wireframe blade model shown in Figure 13(a). 
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(a) Wireframe Model Translated From leAD (b) PATRAN Finite Element Model 

Figure 13. Turbine Blade PATRAN Model 

Notice that the wireframe model is accurate in the air foil and the dovetail, however, 

straight lines are connected between the air foil and the dovetail, which is not appropriate to 

form the shank. Instead of straight lines, smooth surfaces are required to be put between the 

air foil and the dovetail, with CO- and CCcontinuity across the upper and lower interfaces, 

i.e., interface between the air foil and the shank, and interface between the shank and 

the dovetail. 

To create the air foil and the dovetail, the wireframe model is cleaned up by removing 

unnecessary curves and points by engineers, and a number of patches are created using 

parametric curves in the wireframe model. After patches are formed, a number of 

hyperpatches are constructed using the patches. 

To create the shank, Geometric patches [1] are found appropriate to connect the air foil 

and the dovetail with specified tangent vectors across interfaces to maintain CO- and CL 

continuity. Once the Geometric patches are created for the shank, hyperpatches are formed 

using the surrounding patches. 

After geometric model is completed, finite elements are meshed in each hyperpatches to 

generate finite element model shown in Figure 13(b). The model translation and creation 

processes took two engineer-weeks to accomplish. The PATRAN blade model has 315 3-D 

20-node elements (ANSYS STIF95) and 2,388 nodes. The material properties are Young's 

Modulus E = 2.99938xl07, Possion's ratio v = 0.29, and mass density p = 7.317313xlO-4. 

For boundary condition, displacement of the nodes at two sides of the dovetail are fixed in all 

directions, and a constant angular velocity w = 1,570.8 rad/sec (15,000 rpm) is applied in x

direction to create centrifugal force in the whole blade model, which is a body force 

type loading. 
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From the von Mises stress contour shown in Figure 14, stress is found accumulated in the 

shank. However, in the dovetail and the air foil, stress level is comparatively low. 

Consequently, objective of designing the turbine blade is to relieve stress concentration in the 

shank by changing its shape. 
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Figure 14. von Mises Stress Contour of the Turbine Blade Model 

Design Parameterization 

Five design parameters are defmed in the turbine blade model to explore the blade design 

trend, i.e., offset of the dovetail in x-, y-, and z-directions, and rotation of the dovetail along 

z-direction, as shown in Figure 15. 

Figure 15. Design Parameterization For The Blade 
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The fIrst three design parameters characterize the design changes by repositioning the 

dovetail. In such designs, the dovetail is translating with constant shape, however. shape of 

the shank is changing. Both the shape changes of the shank and translation of the dovetail 

affect the blade structural performance since mass is redistributed. The last two design 

parameters characterize the dovetail rotation design. In such a design, the dovetail is tilted 

sideways at ends, however, its cross section shape and normal direction are maintained. 

Again, both changes in the shank and the dovetail contribute to the blade structural 

performance variations. In fact, effect of design change due to dovetail y-offset is equivalent 

to the sum of dovetail rotation with same amount of changes at ends. 

Design Consideration 

As discussed earlier, design of the turbine blade is focusing on reducing stress 

concentration in the shank area by changing shapes of the shank and repositioning the 

dovetail, without signifIcantly increasing its mass. Since blade mass and volume differ only 

by a factor of mass density p, volume is considered. Consequently, structural volume and 

high stress measures (over 4.0 MPa) are considered as performance measures for design 

improvements. At current design, structural volume is 15268.3041 mm3, and high stresses 

occur in six elements, as listed in Table 4. Locations of these elements in the blade are shown 

in Figure 16. 
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Figure 16. Stress Sensitivity Displayed in Bar Chart 
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Table 4. Gauss Stress Measures Over 4.0 MPa 

Element 
171 
173 
175 
177 
179 
180 

Gauss Point 
2 

13 
6 
6 
6 
6 

Stress 
0.481950993E+07 
0.422697428E+07 
0.419180741E+07 
0.415963585E+07 
0.410238461E+07 
0.401685113E+07 

Design Sensitivity Analysis 

Isoparametric mapping and direct differentiation methods are used to evaluate velocity 

fields and sensitivity coefficients, respectively. Accuracy of the sensitivity coefficients can be 

verified using the what-if study and finite element analysis results described below. 

Sbape Design Sensitivity Display 

To display design sensitivity coefficients, a bar chart is employed. For stress 

performance measures, design sensitivity coefficients for the six high stress measures are 

displayed using a bar chart in Figure 16. It shows that increasing design parameter dpl, i.e., 

moving the dovetail in the x-direction, increases the stress measures, and the effect is 

decreasing along the x-direction. However, increasing the other three design parameters 

decreases the stress measures. Among the four design parameters, dp4, i.e., dovetail rotation 

at front end, has generally the largest effect, and dp3, i.e., dovetail z-offset, has least effect. 

In the individual stress measure, to reduce stress at element 171 (the highest stress measure), 

x-offset, dpl, has the largest effect, and by moving the dovetail 1.0 mm in the x-direction will 

increase the stress by around 0.42 MPa. And rotation at rear end, dp5, has the least effect, as 

listed in Table 5. For the rest stress measures, trend is the same, but different amount 

of effect. 

Table 5. Design Sensitivity Coefficients and Design Perturbation 

d.eid sensitivit~ (171) Current Values Perturbation 
1 419459.8 -1.975 -0.768 
3 -169430.9 -5.715 0.310 
4 -287500.8 -4.292 0.526 
5 -104484.8 -4.292 0.191 
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What-if Study 

As discussed earlier, stress concentration is the engineer's highest concern. A design 

change that focuses on reducing the highest stress measure, identified in element 171, is 

performed using what-if design step. A steepest descent design direction for stress in element 

171 and a step size 1.0 mm, that yield design perturbations shown in Table 5, have been 

selected to perform the what-if study. Prediction of volume and stress measures using design 

sensitivity coefficients is listed in Table 6. Also, accuracy of the predicted performance 

measures are verified to be excellent using the finite element analysis results obtained at the 

perturbed design. Reduction of stress measures due to such design change is displayed in 

Figure 17. 

Perfonnance 
Volume 
Stress 171 
Stress 173 
Stress 175 
Stress 177 
Stress 179 
Stress 180 

Table 6. What-if Results and Verification 

Current Value 
15268.3041 

4819509.93 
4226974.28 
4191807.41 
4159635.85 
4102384.61 
4016851.13 

Predicted Value 
15182.7667 

4273413.35 
3722203.13 
3695253.89 
3732537.12 
3714012.11 
3657743.19 

% change 
-0.56 

-11.33 
-11.94 
-11.85 
-10.27 
-9.49 
-8.94 

FEA Results 
15182.7573 

4289771.25 
3734589.77 
3704051.12 
3740478.96 
3723099.27 
3666848.63 

Accuracy% 
100.0 
97.0 
97.5 
98.2 
98.1 
97.7 
97.5 

~~~-----------------------------, 

3~~ 

2000~ 

1~~ 

o 
171 173 175 177 

Finite Element 

179 180 

• Current Design 

II What·if 

IllFEA 

Figure 17. Stress What-if Study Results Displayed in Bar Chart 

From Figure 17, stresses at the six elements are reduced by approximately 10% due to the 

design change. However, blad~ volume is reduced by 0.56%. Such a design change is not 

only relieving stress concentration at the shank but reducing structural volume. Based on 
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such a design change, blade finite element mesh is updated, using the velocity field and 

design perturbation. 

The predicted perfonnance measures and finite element mesh update can be obtained in 

few cpu minutes which is extremely efficient compared with finite element analysis at the 

perturbed design. Moreover, using the SDSW, design engineers can try out several design 

changes conveniently and efficiently, without going through modeling and finite element 

analysis processes. The element von Mises stress contours at current and perturbed designs 

are also displayed in Figure 18 for stress in all elements. Sensitivity coefficients are 

computed for all stress measures using direct differentiation method. Note that contour 

shown in Figure 18 is obtained from what-if prediction which has been verified using finite 

element analysis results. 

Figure 18. yon Mises Stress Contour At Current and Perturbed Designs 

As shown in Figure 18, the highest stress in the shank are decreasing from around 4.8 to 

4.2 MPa. High stresses at the other five elements are also decreasing. However, stress 

distribution at the rest region is almost unchanged due to the design perturbation. Such a 

design change is considered excellent. 

7 Conclusions 

A methodology that supports structural shape design for 3-D elastic solid components using 

the geometric modeler PATRAN is presented in this paper. This methodology overcomes 
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four major difficulties: accuracy, integration, efficiency, and effectiveness, of structural shape 

design problems. 

To ensure accuracy of finite element analyses in the shape design process, an error 

analysis and interactive mesh adaptation method has been implemented. The method utilizes 

both Zienkiewicz's Simple Error Estimator and PA TRAN's meshing capabilities. To suppon 

the mesh adaptation process, P ATRAN's result visualization capabilities have been 

incorporated to display imponant analysis error and mesh refinement information. However, 

to automate the mesh adaptation process for 3-D components is difficult. Moreover, large 

size [mite element models are very often resulted from the mesh adaptation process. 

To integrate the shape design process, a shape design parameterization method, a velocity 

field computation method, a menu-driven user interface. and UNIX scripts are developed. 

This shape design parameterization method, which utilizes PATRAN's geometric data and 

modeling capabilities is capable of handling a large class of structural shape design problems. 

Through the menu-driven user interface, the design parameterization and other design 

processes can be carried out easily and conveniently. The boundary and domain velocity field 

computation method that links the velocity field with the shape design parameterization has 

also been implemented. Furthermore, a hybrid shape design sensitivity computation 

algorithm that utilizes both the adjoint variable and direct differentiation methods has been 

implemented to reduce computational effon. Integration of the shape design process has been 

demonstrated using the menu-driven user interface and UNIX scripts that automate 

sophisticated shape design sensitivity computation runstreams. 

For handling large size problems. an efficient shape design sensitivity analysis method 

that uses the shape design component method has been implemented. Computational 

efficiency is also achieved by a new computational algorithm. which distributes 

computationally intensive tasks over a network of computers. 

Visualization of design sensitivity information has been implemented using PATRAN's 

visualization tools. Furthermore. methodologies for automatic mesh regridding, geometric 

shape update, and performance measure prediction are developed and implemented to support 

the what-if study design step. These two design steps, together with visualization of design 

information. are demonstrated as a useful tool for the designer to carry out the shape design 

process effectively. 

Finally, a three-stage shape design process that consists of pre-processing, shape design 

sensitivity analysis, and post-processing has been proposed. The three design stages have 

been integrated by the menu-driven user interface. Capabilities of the SDSW have been 

demonstrated using a clevis and a turbine blade examples. 

Acknowledgement: Research supponed by NSF-Army-NASA IndustrylUniversity 
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Optimal Design of Vibrating Structures 

Tomasz Lekszycki 

Institute of Fundamental Technological Research, Polish Academy of Sciences, 00 049 Warsaw, Poland 

Abstract: The problem of optimal design of vibrating elastic systems with damping is 

discussed. Linear constitutive relations in differential form for viscoelastic materials are cited 

with remarks concerning some experimental results of optimal identification of material 

damping. These relations are used in the derivation of selooted variational principles in 

complex formulation, together with analysis of forced vibrations and eigenproblems. It is 

demonstrated that material damping, described in commonly used linear models of 

viscoelastic materials, significantly changes mechanical properties of a system with even an 

arbitrarily small amount of dissipated energy. It is shown that a continuous viscoelastic 

system, in contrast to a perfectly elastic one, may have a finite number of eigenfrequencies 

and resonant frequencies. Moreover, some of the eigenfrequencies associated with high order 

eigenmodes may be shifted down, due to dissipation of energy. Therefore the eigenvalue 

optimization problem is directly related to material characteristics and frequently cannot be 

formulated in such a manner as for perfectly elastic systems. The formulation of sensitivity 

analysis and optimization of structures for two important classes of problems, namely forced 

steady state harmonic vibration and eigenproblems, are presented and discussed. 

Keywords: design variable / eigenproblem / experimental verification / material damping / 

models of viscoelastic materials / objective function / overdamping phenomenon / sensitivity 

analysis / steady state vibrations 

1 Introduction 

The problems of optimization of forced vibrations or eigenfrequencies of elastic structures 

have been discussed in various contexts in numerous papers within the last three decades, and 

many interesting results were published [11,12]. But in the real world, perfectly elastic 

materials do not exist and motion is always associated with dissipation of energy. 

The aim of the present work is to report and discuss selected results of recent 

investigations concerning vibrating systems with damping, in the context of optimization 



www.manaraa.com

768 

problems. The question of proper description of damping properties in modem structural 

materials should be answered before doing serious dynamic analysis of contemporary 

structures. Therefore, experimental investigations are sometimes necessary, especially 

because results of optimization are strongly dependent on the material model and values of the 

material parameters. In the present work, an assumption is made that in many cases the linear 

model of viscoelasticity is good enough for analysis and optimization of vibrating mechanical 

systems. The reason for taking such an assumption is that in complex computer calculations, 

especially these associated with optimization, the mathematical model should be simple 

enough to make possible practical computations. On the other hand, it follows from the 

author's experimental experience that for many materials with high dissipation of energy, 

linear models of viscoelasticity are satisfactory [8,10]. 

Relevant to isotropic viscoelastic materials, the following general differential form of a 

relation between the deviatoric components of stress SijCt) and strain &.;jCt) is used [1]. 

This equation can be rewritten in a compact form as follows 

where PI and Pz are differential operators 

NI 

P1(D) = LPlkPk 

k=O 

Nz 

P 2(D) = L P2,tDk 
k=O 

and D denotes differentiation with respect to time. 

(2) 

(3) 

(4) 

Sometimes, similar relationships but with fractional derivatives are used, but here 

consideration is restricted to the case of non-negative integer values of k. 

In an entirely similar manner, the dilatational part of the isotropic stress strain relation can 

be introduced, 

(5) 
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with differential operators 

N3 

P3(D) = L P3,pk 
k=O 

N4 

P4(D) = LP4kDk 
k=O 
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In the above relations the following notation has been used, 

~ = £11 + ~2 + ~2 

{
I for i = j 

Ojj= 
1 for i *" j 

Here, con~ideration is restricted to the class of motions described by the relations, 

'-ij(t) = R~ ejjentJ 

!l.tit) = R~ O"k~ntJ 

~(t) = Re!:t:aent] 

where n is the so called complex frequency, 

n = a+ tW, 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

the imaginary unit t =..r-:r should be distinguished from the index i, and stress and strain 

fields S jj' e jj' 0" kk' t:kk are defmed in complex space, 
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R I 
Sij = Sij + tSij 

aU = afk + tcrik 

R I 
eij = eij + teij 

EU = t:fk + t4k 
(15) 

and are time independent. 

Two independent classes of problems are covered by the above description. For n 
imaginary (i.e., a = 0), n = tW, the fIrst of the Equations 13 can be rewritten in the form 

~/t) = Re[sije,wt] = Re[(s~+ £sij) (coswt+ tSinwt)] 

R I . 
= Sij coswt - Sij smwt 

(16) 

and the three others in a similar manner. Equation 16 represents the dependence on time 

during forced steady state harmonical vibrations with circular frequency w. 
In the other case n, in general, has a full complex value and an eig<;nproblem can be , " 

considered. Thus Equation 13, describing damped free vibrations, .can be expanded 

as follows, 

(17) 

An expanded form of stress-strain relation can be obtained by combining 

Equations 2 and 5, 

Equation 13 can now be used to obtain, instead of Equations 2, 5, and 18, equations 

analogous to these that are valid for perfect elastic materials. After elimination of time 

dependence, 

S .. = 2G* e .. 
I] I] 

(19) 

(20) 

a .. = 2G* E·· + 'A: e 8·· I] I] I] 
(21) 

The material parameters in the above relations are complex and dependent on the complex 

frequency n, 

N k 
* 1 LidoP2k n 

G =2' N k 
L~OPlk n 

(22) 
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N k 
* 1 T-~OP4kn 

K ='3 N k 
T-,JOP3k n 

').,: =K* - !:G* 
3 
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2 Analysis of Damped Vibrations 

(23) 

(24) 

In the present section, the fonnulation and analysis of hannonic forced vibrations and an 

eigenproblem in complex variational fonn are discussed, important properties of considered 

systems are presented, and selected experimental results of optimal 'identification of 

viscoelastic models of materials are mentioned. 

2.1 Forced Steady State Harmonic Vibrations 

Consider steady state vibrations of linearly damped mechanical structure excited by 

hannonically varying external loads with a circular frequency w. Equations 19 - 21 can be 

used in a similar manner for perfect elastic case in order to derive complex element stiffness 

matrices. The global stiffness matrix can then be assembled. Let us assume the displacement 

vector K(t) varies in time according to the relation similar to the Equation 13, 

K{t) = Re[Xe,wt] = Re[(XR + £XI) (coswt+ tSinwt)] 

= XR coswt - Xl sinwt 
(25) 

Application of Equation 25 leads to the following equation of motion which, after elimination 

of time dependence, corresponds to the statical equation of equilibrium but is rewritten in 

complex fonn, 

KX- w2 MX=F (26) 

where the tenn w2MX represents the complex body forces and F denotes complex vector of 

external forces, 

f(t) = Re[Fe,wt] = Re[(r + £F) (coswt+ tSinwt)] 

=r coswt - F sinwt 
(27) 
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The stiffness matrix K is comprised of element matrices derived with use of complex 

constitutive relations Equations 19 - 21. Therefore, the elements of matrix K are also complex 

and frequency (w) dependent. 

Equation 26 implies a virtual work equality occurring for any kinematically admissible 

variation of displacement vector OX, namely 

where (X, y) denotes the scalar product of complex vectors x, y 

N 

(x, y) = xTy= I XjYj 

pI 

R I - R I 
and Xj = Xj + IXj , Yj = Yj - tyj . 

Consider the mutual potential energy dependent on displacement fields X and Y 

1 1 IT (X, y) = 2(LX - F, Y) - 2'1' (X) 

(28) 

(29) 

(30) 

where 'I' (X) is an arbitrary function of X, and L is a linear operator. Its variation due to 

changes of vectors X and Y yields 

1 1 a 1 d'l' 
8IT(X, Y) = 2(LX - F, on + 2(OX, L Y) - 2(OX, dX) (31) 

where La denotes an adjoint operator to L. 

Condition m(X, y) = 0 for arbitrary variations OX and or implies 

LX -F = 0 (32) 

and 

(33) 

The last two equations establish stationarity conditions of mutual potential energy. The 

first constitutes the equilibrium equation, Equation 26, for the considered mechanical structure 

for L defined as 

(34) 
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The second provides the state equation for an adjoint system. Since 'I' (X) is an arbitrary 

function of X, it can be assumed that 'I' (X) =}(IF and then 

d'I' -
-=F 
dX 

(35) 

Since matrices M and K are symmetric, as only self-adjoint problems are considered here, 

the adjoint matrix La = LT = L and the equilibrium equation for the adjoint system is 

- -
LY-F=O (36) 

It follows from the above relations that 

y=x (37) 

and the mutual potential energy is expressed as follows: 

1 2 - -
TI(x) = !(KX -w MX, X) - (F, X) (38) 

Therefore, for self-adjoint systems, the complex potential energy is built only on the 

displacement field X of the considered (primary) system, and the stationarity condition of 

TI(X) implies the equilibrium equation, Equation 26. In a similar manner, the appropriate 

relations for non- self-adjoint systems can be derived [5]. 

2.2 Eigenproblem 

Consider now the free motion of linearly damped structures. The material model described by 

Equations 2 and 5 is used here, but similar study can be done for [mite memory model 

considered in [2]. Assuming the motion of the system to take the form 

X,(t) = Re[Xent] = Re[eat(XR + ,Xl) (coswt+ lSinwt)] 

which leads to the state equation in the form 

KX+n2MX=O 

(39) 

(40) 

The stiffness matrix K is now dependent on the complex eigenvalue n. The associated 

complex potential energy has the form 

TI(x) = i(KX + n2MX, X} (41) 
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The stationary condition of Equation 41 implies Equation 40. In fact, for any kinematically 

admissible variation of displacement vector, 

Thus the following theorem can be formulated: Among all kinematically admissible 

displacement vectors X, the eigenvectors satisfying Equation 40 correspond to a stationary 

value of the complex potential energy II specified by Equation 41. 

Assume now that both X and Q in the functional of Equation 41 can vary, so 

II = I1(X, Q). The variation of II yields 

2 - 1 
OII(X, Q) = (KX + Q MX, OX) + 2(2QMX + K 'nX, X)().Q (43) 

The stationarity requirement for II(X, Q) implies 

(2QMX + K ,QX, X)oQ = 0 (44) 

so either 

(K'nX,X) 
Q=-----

2(MX, X) 
(45) 

or 

OQ=O (46) 

Equation 45 provides the condition for critical damping. On the other hand, Equation 46 

describes the stationarity condition of functional Q(X), if one exists, for an eigenvector X 

satisfying the state equation. In fact for simple models of viscoelasticity, such as Voigt or 

Zener models, these functionals can be expressed in explicit form. For the simple illustration 

the relations for Voigt model will be quoted here. In such a case, the complex stiffness matrix 

can be expressed as follows: 

K=S +QC (47) 

where S denotes elastic real stiffness matrix and C is a damping matrix. The complex kinetic 

T, dissipative D, and elastic U energies can be defined, respectively, as follows: 

T = (MX,X) 

D = (CX, X) 

u = (SX,X) 

(48) 

(49) 

(50) 
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and the functional Q(X) has a fonn, 

or 

Q(X) 
-D+4D2_4TU 

2T 

-D-4D2-4TU 
Q'(X) = 2T 
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(51) 

(52) 

The stationarity condition en = 0 implies the state equation, provided that damping differs 

from the critical damping of the system. 

Selected important properties of systems with damping described with use of the simplest 

models of viscoelasticity covered by above relations are presented in the following part of this 

section. In order to accomplish that, considemtion is restricted to the very simple case of so 

called "proportional damping." The complex stiffness matrix K can be rewritten in the fonn 

K(Q) = Sp(Q) (53) 

where S is a real elastic stiffness matrix and p(Q) follows from the constitutive equation, 

Equation 21, 

L~~N dbk 
p(Q) = k-k k 

Lk:OM Q ak 
(54) 

and ak and bk are material parameters. 

With such assumptions, the state equation takes the following fonn: 

Q2 

SX + p(Q) MX = 0 (55) 

On the other hand, for elastic systems, ak = 0 (k = 1, ... , kN), bk = 0 (k = 1, ... , kM ), and 

Equation 55 can be reduced to the simple fonn 

(56) 

where we is a circular eigenfrequency of a perfect elastic system with no damping. 

Comparison of the two last equations leads to the conclusion that eigenfunctions of perfect 

elastic and associated viscoelastic systems are equal, and the direct relation between 

eigenvalues of both systems can be found in the following fonn: 
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(57) 

This relation is used in the next part of this section to investigate selected dynamical 

properties of structuml elements built of viscoelastic materials that are described by simple 

models, using the constitutive relation assumed here and satisfying assumptions of 

"proportional damping." 

Consider Equation 57 for the simplest viscoelastic solid, the so called Voigt - Kelvin 

model. This model is often used in numerical calculations, for the sake of its simplicity, in 

spite of the fact that it does not offer good approximation of real structural materials. Although 

it has defects [8], the fundamental relations and their effects for Voigt-Kelvin material are 

discussed here in detail because the basic conclusions have important consequences in 

optimization of structures. They also allow better understanding of complex behaviors of 

systems that behave in accord with more advanced models. Additionally, certain designed 

structural members, such as dampers or vibration absorbers, can sometimes be described by 

the Voigt-Kelvin relation. 

The stiffness matrix has the form 

(58) 

One of the weak points of the Voigt - Kelvin model can be observed when the forced 

harmonic vibrations with a given circular frequency wI are under consideration. In such a 

case, the complex frequency 0 = i wI and the real part of the complex stiffness is constant, 

while its imaginary part is linearly depends linearly on wI' 

Re(K) =S , (59) 

This conclusion is in disagreement with experimental results, where diminishing values of 

Im(K) are observed for values of WI growing to infinity. 

The relation of Equation 57 is now examined, in order to present some interesting and 

important properties of viscoelastic vibmting systems. It follows from this equation that 

0 2 +1W;0 + w; =0 (60) 

where 1, instead of bI , has been used for the damping coefficient. 

The solution of Equation 60 provides the real and imaginary parts of 0 as functions of 

we' These relations are illustrated in Figure 1 for different values of the damping coefficient 

(1 = 0 and 1 = 0.4). It is clear there exists some critical value of we such that, for all greater 

eigenfrequencies of elastic systems, the associated complex eigenvalues of the viscoelastic 

one have imaginary parts equal to zero. This means the viscoelastic continuous system has 
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only a finite number of eigenfrequencies, all of the other eigenvalues being associated with 

non-periodic motion because of overdamping phenomenon. 

Re (1 
1m (1 

8.00 

3.00 

-2.00 

-7.00 

")'=0.0 

_----.• >""-c-::~------<~ n. "),=0.4-

~-=~ ______ ~ _____________ Re n. ")'=0.0 

_-----Re O. 7=0.4 

- 1 2.00 -n-rTTTlTT"T1mTTTTTTTTT"TTT1rrTT"rrrrrrrrTTTTTTTTTTTlTmrTTTTTTT1 

0.00 2.00 4.00 6.00 8.00 10.00 12.00 

We 

Figure 1. Complex Eigenvalues of Viscoelastic System (Voigt Model) 

The eigenfrequencies wk of a simply supported viscoelastic beam have been examined, in 

order to discuss the consequences of the above conclusion. The plots for selected first 

eigenfrequencies (k = 1, 2, ... , 10, ... , 50) and different values of dimensionless damping 

coefficient (y/Ycr)' where Ycr is a critical damping over which the free vibrations of the beam 

are not possible, are presented in Figure 2. Assuming that damping coefficient falls between 

the values 0.01 and 0.1, it follows from this picture that the considered beam has at most ten 

eigenfrequencies, and all the others are overdamped. In addition, there exist domains where 

the order of eigenfrequencies is changed; i.e., the low frequencies are associated with higher

order eigenmodes. This situation sometimes appears for perfect elastic systems, but this 

results from a particular shape of structure and mass distribution giving priority for a specified 

eigenmode of vibration. In the present example, this is not the case. The beam is uniform, 

and it exhibits a damping phenomenon that results in changed order of eigenfrequencies. 

The next model of viscoelastic material investigated here is a Zener model. This is a much 

more realistic assumption to choose for materials description. The stiffness matrix has the 

following form: 

(61) 
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Figure 2. Eigenfrequencies of Beam Against Damping Coefficient 

Again, as for the previous case, the relation between elastic and viscoelastic eigenvalues 

can be examined. Simple calculations lead to 

(62) 

It follows from Equation 62 there are three eigenvalues associated with one eigenmode, 

three multiple or distinct real, or one real and two conjugate complex. Similarly to Figure I for 

the Voigt model, the function Q( we) is plotted in Figures 3, 4, and 5, for different values of 

material parameters. It can be observed, depending on the material, that some local minima are 

possible, as well as the domains where the system is overdamped. This conclusion is 

important and should be taken into consideration in formulation of synthesis problems [6,9]. 

3 Optimization and Sensitivity Analysis of Vibrating Viscoelastic 
Structures 

The focus of this section is on a problem of sensitivity analysis and optimization of vibrating 

viscoelastic structures. Two important classes of problems are discussed; optimization of 

structures under forced harmonic vibrations and optimization of complex eigenvalues. 
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Figure 3. Complex Eigenvalues of Viscoelastic System (Zener Model) 

3.1 Optimal Design and Sensitivity Analysis of Structures Under Forced 
Vibrations 

The stationarity condition of an arbitrary objective function is derived in this section. In a 

particular case, the relations obtained can be simplified in order to perform a 

sensitivity analysis. 
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Figure 4. Complex Eigenvalues of Viscoelastic System (Zener Model) 

Consider the optimal design of a mechanical structure, with r design parameters 

constituting the design vector d. Assume the objective function G is dependent on the design 

vector d and the displacement vector X, 

G = G(X, d) (63) 

As there are constraints imposed on vectors d and X, they can be introduced into the 

objective function G by means of Lagrange multipliers. Therefore, define the new design 
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Figure 5. Complex Eigenvalues of Viscoelastic System (Zener Model) 

vector h by extending d by Lagrange multipliers associated with these constraints. The 

extended objective function then becomes 

G* = G*(X, h) (64) 

The complex equilibrium equation follows from the condition m = 0, which is 

equivalent to the virtual work equality, 

(KX- w2MX-F,OX)=0 (65) 
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This relation constitutes one more constraint, with an associated Lagrange multiplier l{I. The 

augmented objective function J now takes the form 

J = G(X, h) + 1p(KX - w2MX - F, OX) 

= G(X, h) + (KX - w2MX -F, y) (66) 

where Y denotes a complex vector that is proportional to a kinematically admissible variation 

OX of a displacement vector of the primary system. This vector represents the displacements 

of an adjoint synthesis system. 

To state an optimality criterion, the first variation of an augmented objective function due 

to changes of the design vector must be obtained. Simple calculations lead to the 

following result: 

OJ = (KX - w 2MX - F, 81') 

- 2 aG 
+ (ax, KY - w MY + ax) 

dG 
+ ah oh + (K ,,.x - w2M ,,.x, Y)oh 

(67) 

In the above equality, the derivatives of matrices K and M, due to variation of h, are denoted 

by K 'h and M 'h, respectively. The stationarity requirement OJ = 0 implies the optimality 

condition expressed in terms of displacements X and Y of the primary and adjoint structures, 

(68) 

providing that the equilibrium equation of primary and adjoint systems are satisfied, 

KX - w2MX - F = 0 

- 2 dG 
KY - w MY + ax = 0 

(69) 

To perform the sensitivity analysis, the relation of Equation 67 can be used with the vector 

h replaced by the design parameters d. 

The above general relations can be used in the solution of specific problems. In particular, 

the problem of shape optimization of layers of materials attached to viscoelastic beams with 

high dissipation of energy damping due to forced vibrations, the optimization of support 

conditions in frames, and sensitivity analysis of vibrating plates on viscoelastic foundation 

have been solved successfully [3.4,5,7]. 
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3.2 Eigenproblem Optimization 

The optimization of complex eigenvalues is a subject of the present section. There exists 

another important class of problems associated with eigenproblem optimization, namely 

optimization of eigenmodes but it is not considered here. 

Consider free vibrations of a viscoelastic structure, with the constitutive law for the 

structural material given in the complex form Equation 21. According to the previous 

considerations, the equation of equilibrium describing an eigenproblem takes the form 

KX+ n?MX=O (70) 

where the complex stiffness matrix K is dependent on the complex frequency n. The general 

relation for the variation of a complex eigenvalue is derived here. The application of its 

general form can be difficult or time consuming in numerical computations. For specific 

particular problems, it can be simplified to very simple formulas that can be used in sensitivity 

analysis or optimization of structures. 

Consider the variation of the Equation 70, 

(K ,rJ( + n2M ,rJ()&l + (K ,fl( + 2QMX)on 

+ KOX + n2MOX = 0 (71) 

-
Multiplication of Equation 71 by X implies 

(K ,rJ( + n 2M ,rJ(i) &l + (K,oJ( + 2nMX, X) on 

+ (KX + n2MX, OX) = 0 (72) 

It follows from Equation 72 that the variation of an eigenvalue, due to variation of design 

parameters, is 

For the particular case of the Voigt material discussed earlier, this relation takes the form 

2 -(K ,rJ( + n M'd X, X) 
8n = - --;:::::::;;===-- &l 

...JD2 -4TU 

(73) 

(74) 

As a simple example of an eigenvalue optimization, the maximization of the lowest 

eigenfrequency (Im[n]) of a simply supported viscoelastic beam made of Voigt material is 
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presented here. Assume the cross-sectional area of a beam is given and the area moment of 

inertia is a design parameter. The relation between the design parameter and eigenfrequencies 

associated with ten lowest eigenmodes are displayed in Figure 6. It can be observed that the 

objective function is not continuous, and the problem cannot be solved by a typical procedure. 

Moreover, additional constraints imposed on the design variable are necessary. 

6.00 

>, 

~ 4.00 
<l.l 
::J 
0-
<l.l 
!..... 

'+-
C 
<l.l 2.00 
Ol 

W 

Wz 

10 -J 10 -, 10 
Area moment of inertia 

Figure 6. Eigenfrequencies Against Stiffness of a Beam 

This simple example shows some of possible difficulties arising during optimization of 

viscoelastic structures. 

4 Conclusions 

Very simple examples have been considered to show that for optimization of real structures, 

the dissipation of energy should be taken into consideration. The results of optimization are 

strongly dependent on the model of viscoelastic material and values of material parameters 

used for calculations. Therefore the analysis and optimization in various cases should be 

preceeded by identification of structural material. On the other hand, it is now possible to 

design a material with required optimal behavior. The three analysis functions; identification, 

analysis, and synthesis of structures, should thus go together in the design process to achieve 

the advantages created by modern structural materials and computer facilities. 
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The Problem of Additional Load of Minimum Work in a 
Thin Plate 
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Abstract: A rectangular elastic plate is simply supported along its boundary. A flexural couple 

is exerted on one of its sides, while the others remain unloaded. The question is posed, 

assuming the ability to produce couples along the side opposite the already loaded one, of 

determining the values of these latter couples which would minimize the elastic strain energy of 

the system. 

The solution is obtained in explicit form by representing the transverse displacement in the 

form ofa Fourier series and directly calculating the minimum of the strain energy. 

Keywords: incomplete information / optimization ofloads 

1 Introduction 

When dealing with structural optimization problems, the functionals usually considered for 

optimization are either the structure's total weight or stiffuess under designated load 

conditions, or some parameters indicating the stress level. However, the variety of problems 

posed in optimization is a great deal wider. At times loads are not unconditionally defined; all 

that is known is that they must produce a certain resultant and act on a specific part of the 

structure. The problem therefore arises, given known resultant and region of action, of 

determining the point distribution necessary in order to optimize a certain effect. This type of 

problem is commonly called of extremum with "incomplete information" [1]. The most typical 

case, described by Banichuk, is that of a thin plate of variable thickness h on which the load 

per unit surface q is of the same sign at all points, for instance q ~ 0, the resultant R =Jioqdxdy 

(0 is the area) is assigned and the function h(x,y), which minimizes the overall weight of the 

structure, is sought. 

Unfortunately these problems can not be dealt with in a systematic fashion even in their 

simplest formulation, that is, a one-dimensional structure loaded perpendicularly on its 
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longitudinal axis. Moreover, all conceivable numerical calculation procedures turn out to be 

highly unstable and therefore compromise all efforts at precision in the early stages of 

calculation. 

The present note addresses a further, more specific problem, still regarding the equilibrium 

of thin plates. A thin rectangular plate, simply supported on its sides, is loaded along one of its 

edges with a known distribution of flexural couples. These couples, which might simulate, for 

instance, the effect of elastic connection of the side to another structure, generate on the plate 

a state of stress with an associated elastic strain energy. It is assumed that flexural couples can 

now be applied along the side opposite that of the loaded one. These additional couples 

generate new stresses which are superimposed on the initial ones. The problem at hand, 

therefore, is calibrating these second couples such that the final strain energy of the system is 

not only reduced, but minimized. According to the terminology already adopted in elasticity 

theory (see [2]), the added couples will serve to improve the "apparent stiffness" of the 

structure. 

An alternative version of the problem is one in which the plate is supported on two 

opposite sides only, with the other sides free. On one of these latter, known shear forces are 

applied, and the transverse load which needs to be applied on the other in order to minimize 

strain energy is sought. 

Both problems can be dealt with explicitly through Fourier series representation of data 

and unknowns. Since the functions of the series are mutually orthogonal, the strain energy is 

then represented by the sum of squares and its minimum can be calculated directly without 

having to solve a system of infinite linear equations. 

The results, quite unexpected, are illustrated in the following two numerical examples. 

2 The Simply Supported Plate 

A rectangular plate with sides a and b (Fig. 1) occupies the region 0 ::;; x ::;; a, 0 ::;; y ::;; b of the 

plane x,y. It is simply supported on its four sides and initially loaded on side y = 0 with flexural 

couples distributed according to the analytic expression 

'" 
my (x) = Ly" sin anx, 

n=l 

me 
an =-, 

a 
(2.1) 
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where Yn are constants and n are integer numbers. It is implicit that the function IIIy in (2.1) 

can be developed in a Fourier sine series within the interval 0 ::; x ::; a. 

x 

1------ a 

Fig. 1. A simply supported rectangular plate. 

Calculation of the deflection produced by the boundary couples IIIy can be done simply by 

separation of variables, which leads to the expression 

w(x,y) = i -;'(An cosh anY + anyBn sinh any+Cn sinh anY + anyDn cosh anY) sin anx, (2.2) 
n=l an 

in which ~, Bn, Cn' Dn are unknown constants which are determined on the basis of the 

boundary conditions 

w=o, mx =0, for x=O, xoa'j 
w=O, my =my , for y=O, (2.3) 

w=O, my =0, for y=h. 

In (2.3) m" and IIIy must be written as a function of w by means of the constitutive 

equations 

(2.4) 
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where D is the plate's flexural stifthess and cr is the Poisson factor. 

Substituting (2.2) into the four boundary conditions (2.3) and imposing term to term 

equality in the series, the constants ", Bn, Cn, Dn can be expressed as a function of Yn. The 

result, furnished by Girkmann [3, 1963, § 81], is 

An =0, 

y 
Cn = _n anb(l- coth2 anb), 

2D 

thus, the full expression for the deflection becomes 

B =-~ 
n 2D' 

Dn = :n coth anb, 

( ) _ 1 ~ Y" [ h (b ) b sinh anY] sin anx w x Y - -L,. - ycos a - Y - . 
, 2D =1 an n sinh anb sinh anb 

(2.5) 

(2.6) 

From this, all other characteristics of deformation and stress can be determined, 10 

particular the rotation of the loaded boundary y = 0 

and that of the opposite side y = b 

aw (x,b) = fY"f;n sin anx, 
0; =1 

having put 

I = a nbcothanb-l 
yn 2Dan sinh anb . 

(2.7) 

(2.8) 

(2.9) 
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Formula (2.6) represents the plate's "initial" load state. Let 

'" 
m~(x)= Lr,;sina.x, (2.10) 

n=1 

be a new couple distributed on the side at y = b ; it is to be regarded as an unknown, but we 

assume that lIly and m'y are equally oriented for every x within the interval 0 ~ x ~ a. The 

solution can again be reached by separation of variables and the application of the new 

boundary conditions. Repetition of this calculation, although trivial, is however unnecessary 

since the rotations of the supports y = 0, and y = b can be determined directly using formulas 

(2.7) and (2.8) in which Yn has been replaced by Y'n and ~ e fyn are inverted, as are the signs. 

Having designated w' as the new deflection, the rotations at the two boundaries y = 0, y = b, 

take the form 

8111' (x,O) = - fr,;f;' sin a.x, 
ay .=1 

(2.11) 

8111' '" 
-(x,b) = Lr,;fyn sin a.x. 
ay .=1 

(2.12) 

When the two couples act simultaneously, the above information is sufficient to calculate 

the strain energy since, by virtue of Clapeyron's theorem, it is equal to half the work done by 

the external loads, that is 

1 1 a_[aw 8111' ] 1 a---;-[aw 8111' ] W=-L=-Jmy -(x,O)+-(x,O) dx+-Jmy -(x,b)+-(x,b) dx. (2.13) 
2 20 ay ay 20 ay ay 

From this, by substituting the expressions which give the moments and rotations, and 

integrating with respect to x, we obtain 

(2.14) 
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This is a quadratic form of the coefficients Yn e Y'n, the first of which is known and the 

second to be determined. The nth term of the series contains only the coefficients Y n e Y' n' and 

is positive, as the quadratic expression 

is positive definite, its discriminant being strictly positive. It is therefore a minimum for those 

values of Y'n for which 

or alternatively 

y' == anb cosh anb - sinh anb y 
n sinh anb cosh anb - anb n' 

Placing z = ~ b, the function 

J(z) == z.coshz-sinhz, 
SInh zcoshz- z 

(2.15) 

(2.16) 

defined for z ~ 0, is positive, decreasing and with an upper limit of the value f(0) = 112, by 

which, if the series r.Yn2 is converging, then so is LY'n2. This means that, if the moment Illy is 

square summable then so will m'y. 

Furthermore, the optimality condition (2.15) requires satisfaction of the condition 

aw aw' ay (x,b)+ay(x,b) = 0, (2.17) 

and this means that the distribution of the opposing couple m'y which minimizes the elastic 

strain energy of the plate will coincide with that of the clamped edge. This result can be 
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considered an extension to a two-dimensional system of Castigliano's theorem [4] in the 

inverse formulation and of Me nab rea's theorem of minimum work [5]. 

Having determined the coefficient Y'n, a comparison can be made of the strain energy due 

to the presence of the couple Illy with that produced by the combined action of Illy and m'y. In 

the former case, as the values ofY'n are all zero, from (2.14) we can obtain 

(2.18) 

in the second, placing Y'n = f rr/4, Y n' we instead find 

w = ~ ~ I" y2 [1- f. ;~ 1 
4 L..J yn n j2· 

n=l yn 

(2.19) 

which is clearly less than the former. 

3 The Case of a Single Concentrated Couple 

In order to have a numerical check of the gain in strain energy obtained by applying opposite 

couples on the y = b side, it is convenient to consider the case in which the distribution Illy is 

made up of a single concentrated couple, My, applied at the mid point of the side AB at 

coordinates x = al2, Y = o. Although such conditions do not satisty the assumptions made 

above, as the function Illy is not square summable, this case can be dealt with by utilizing 

formal Fourier series, since the strain energy associated to it is still finite. 

The couple concentrated at the mid point of the y = 0 side can be developed in a Fourier 

series when, beginning with its representation in the form of a series of flexural couples of 

intensity Illy(x) = M/2 distributed uniformly in the interval al2-e :5:: x :5:: al2+c, the limit is 

reached by making e tend towards zero, so that 

• -+& 
2 

lim fmydx =lim2my8= My. 
&--+0 &40 . 

--& 
2 

(3.1) 
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Since each coefficient Yo is by definition given by the integral 

it is easy to show that 

a 
-+8 

1 my sin a.xdx 
y =-"0 ____ _ 

· 1 sin 2 a.xdx 
o 

Y 21· 2J-. d 2 My . mt 
• =-Im mysma.x x= -sm-, 

a 8-+0 a a 2 
-8 
2 

(n = 1,3,5, ... ). 

In this particular case "f'y n 2 is not converging, but instead the series 

Owa ., .mt 
-(-,0) = LY.fyn sm-, 
By 2 0=1 2 

(n = 1,2,3, ... ), 

(3.2) 

(3.3) 

which represents the rotation of point x = al2, Y = 0, where the couple acts, is converging. 

As a result, the work of deformation produced by this couple is finite, and we can therefore 

proceed with determination of the coefficients of the opposite couple m'y to apply along the 

y = b side. By directly applying (2.15), we obtain 

--;-() 2 My ~ /yn . me . my x = -L..J-sm-sma.x, 
a 0=1 fyn 2 

(n = 1,2,3, ... ). (3.4) 

The formal result is that the distribution of the opposing couples m'y need not necessarily 

be concentrated, but is quite regular, which can be illustrated with some numerical examples. 

If, for the sake of simplicity, we consider the case of a square plate and place a = b, then 

a,. b = n'lt, and therefore from (2.16) 

y' = mtcoshn'lt-sinhn'lt y 
• sinhn'ltcoshn'lt-n'lt" 
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where now Yo = 2 My'a sin mr.f2. 

The plot of the function m'y = LY' 0 sin <lox, presented in Figure 2 for several values of the 

ratio bfa, confirms the aforementioned law of distribution. 

my (X) 

0.44---------------1" 

0.3r-------+~----------~ 

O.2r----------7r~+_-----~ 

O.t t-------tf;;;:;:::;:;;:;tt---=-::--t 

o a 

Fig. 2. Optimal distribution of couples. 

4 A Plate Supported on Two Opposite Sides 

An instance which is in some respects complementary to the one considered above is that in 

which a rectangular plate is supported on two opposite edges, say for instance x = 0 and x = a, 

while the other two remain free (see Fig. 3). 

1..0 

Fig. 3. A rectangular plate supported on two opposite sides. 
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The y = ° edge is loaded by forces perpendicular to the middle plane given by the 

expression 

'" 
Py (x) = LPn sin anx, 

n=l 

mt 
an =-, 

a 
(4.1) 

where Pn are constants. As in the above case, here it is convenient to impose the a priori 

condition that Py(x) is square integrable in order to insure the convergence of the series!: Pn2 

(see [6]). 

If only the Py(x) load acts upon the plate, the boundary conditions of the problem are 

w=o, mx =0, for x=O, 
x "0,) 

my =0, qy = -Py, for y=O, (4.2) 

my =0, qy =0, for y=b, 

where Illy, the bending moment along the y axis, and qY' the generalized shear force on the 

elements perpendicular to the y axis, can both in turn be expressed as functions ofw. Assuming 

for simplicity's sake that (j = 0, the expressions which link these characteristics to w take the 

form 

(4.3) 

Since the non-homogeneous data have been assigned to one border alone, the general 

solution to the field equation is a biharmonic function expressed again as (2.2), where the 

constants ~, Bn, Cn' Dn are to be determined through the boundary conditions (4.2). Carrying 

out the substitution, and imposing term-to-term equality, the result obtained is (see [3, § 85]) 

c = n 
3 sinh 2 anb-l/2a~b2 Pn 
3/2 sinh 2anb + anb PIn' 

(4.4) 

D = 3/2sinh2 anb Pn 
n 3/2sinh2anb+anb PIn , 



www.manaraa.com

797 

in which 

As the constants are known, so is the deflection w(x,y), and furthermore, the displacement 

w(x,O) can be calculated 

w(X, 0) =:t ~sin anx, 
n=1 dnO 

as well as that of the side y = b 

in which we have placed 

w(x,b) = :t ~sin anx, 
n=1 dnb 

d = a 2 =.!. Da3 9 sinh 2 anb - a!b2 

nO PIn n 2 n 3/2 sinh 2anb + anb' 

3sinh2 anb-1I2a!b2 •nh b 3/2sinh2 anb b h b]-I 
----"-----"--S1 an + an cos an 
3 /2 sinh 2anb + anb 3/2sinh 2anb+ anb 

If we now distribute onto side y = b the unknown loads, 

'" 
p~(x) = LP~ sin anx, 

n=1 

(4.5) 

(4.6) 

(4.7) 

(4.8) 

(4.9) 
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the displacements on sides y = 0 and y = b are immediately calculable by means of formulas 

(4.5) and (4.6), where Pn is now replaced by p'n' and d..o and ~b must be inverted. Indicating 

the new deflection with w', the displacements of the two edges y = 0 and y = b are expressed as 

w' (x,O) = i: p~ sin anx, 
n=l dnb 

so that, if Py and P'y act simultaneously, the resulting strain energy is 

(4.10) 

(4.11) 

(4.12) 

Furthermore, carrying out substitution of the expressions that yield loads and 

displacements and integrating with respect to x, we obtain 

(4.13) 

a quadratic form for the coefficients Pn and p'n' the values Pn being known and the p'n to be 

determined. The nth term of the series contains the coefficients Pn and p'n alone, and results 

positive, as the quadratic form 

is positive defined since its discriminant is strictly positive. It is a minimum for those values of 

p'n for which 
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(4.14) 

or, that is for 

p~ = [~a.hSinh a.h -cosha.h 

3sinh 2 a.h-1/2a;h 2 •nh h 3/2sinh 2 a.h h h h] + Sl a. - a. cos a. p •. 
31 2sinh2a.h + a.h 3/2sinh 2a.h + a.h 

(4.15) 

Placing again z = a"b, the function 

1. 3sinh2 z-1I2z2 3/2sinh 2 z 
g(z)=coshz--zslnhz- + zcoshz, 

2 3/2sinh 2z+z 3/2sinh2z+z 

defined for z ~ 0, results positive and decreasing with a maximum g(O) = 1, by which, if the 

series LPn2 is converging, then so is LP'n2. This means that, if the load Py is square summable, 

so does P'y. 

The optimality condition (4.14) furthermore provides 

w(x,b}+w'(x,b}= 0, (4.16) 

which means that the distribution of the opposite forces, P'y, which minimizes the plate elastic 

strain energy coincides with that of the simply supported edge. 

As the coefficients p'n are known, it is possible to carry out a comparison of the strain 

energy resulting from the presence of the forces Py with that consequent to the combined 

action of Py and P'y. In the former case, as the values of p'n are all zero, from (4.12) we can 

obtain 

'" 2 

W=~L.&. 
4.=1 d.o' 

(4.17) 
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while in the second, by putting p'n = - ~Jdnb Pn, we instead obtain 

W=~L..&.. 1-~ '" 2 [ d2] 
4 n=1 dnO d!· 

(4.18) 

5 The Case of a Single Concentrated Load 

With the aim of numerically assessing the gain in strain energy obtained by applying opposite 

loads on the y = b side, it is convenient to consider the case in which the distribution Py is made 

up of a single concentrated load, P y' applied at the mid point of the side AB at coordinates x = 

al2, Y = o. Although the function Py is not square summable, a formal Fourier series can still be 

used since the strain energy associated to it is finite. 

The load concentrated at the mid point of the y = 0 side can be developed in a Fourier 

series when, beginning with its representation in the series form of a uniform load of intensity 

Py(x) = P /26 acting in the interval al2-6 S; x S; al2+e, the limit is reached by making 6 tend 

towards zero, so that 

Q 
-+& 
2 

lim JpydX = lim2py&= Py. 
£-+0 &--+0 

Q 
--£ 
2 

Since each coefficient Pn is, by definition given by the integral expression 

] Py sin anxdx 
Pn = -,,-0 Q ____ _ 

J sin 2 anxdx 
o 

it can be easily shown that 

(5.1) 
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2 1· 2J' d 2 Py . mt Pn=-lm pysmanx X= -sm-, 
a &-->0 0 a 2 

--& 
2 

The series LPn2 is not converging, while instead the series 

<0 P mt 
w(aI2,O) = L-n sin-, 

=1 dnO 2 

(n=I,3,5, ... ). (5.2) 

(n = 1,2,3, ... ), (5.3) 

which represents the displacement of the point x = al2, Y = 0 where the load acts, is 

converging. 

Consequently, the work of deformation produced by P y is bounded, and we can therefore 

proceed again to calculation of the coefficients of the opposite load p'y which is to be applied 

along the y = b side. Directly applying (4.15), we obtain 

Pn =22.. -anbsinhanb-coshanb , P [1 
a 2 

3 sinh 2 anb-1I2a~b2 . h b 3/2sinh 2 anb b h b]' mt + sm an - an cos an sm-. 
3/2sinh2anb+anb 3/2sinh2anb+anb 2 

(5.4) 

The formal result is that P;; is not necessarily a concentrated force, but is instead quite 

regular. In the case of a square plate, by placing a = b, and a" b = n n, then (5.4) provides 

, Py [1 P n = 2 - - nn sinh nn - coshnn 
a 2 

3 sinh 2 nn - 1I2n2n 2 'nh 3 I 2 sinh 2 nn h] . nn + SI nn - nn cos nn sm - . 
3 I 2 sinh 2nn + nn 3 I 2 sinh 2nn + nn 2 

(5.5) 

The plot of the function p'y = Lp'n sina.nx, presented in Figure 4 for several values of the 

ratio b/a, confirms the above property. 
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Fig. 4. Optimal distribution of transversal loads. 

References 

I. N. V. Banichuck, Problems and Methods of Optimal Structural Design, Plenum Press, New York, (1983). 
2. H. Neuber, Theory of Noeth Stresses, Edwards, Ann Arbor, Michigan, (1946). 
3. K. Girkmann, Fltiehentragwerke, Springer-Verlag, Wien, (1963). 
4. A. Castigliano, Nuova teoria intomo all'equiJibrio dei sistemi elastici, R. Ace. d. Scienze, Torino, (1875). 
5. L. F. Menabrea, Principe d'elasticite ou principe du moindre travail, R. Ace. d. Scienze, Torino, (1871). 
6. H. F. Weinberger, A First Course in Partial Differential Equations, Blaisdell, New York, (1965). 



www.manaraa.com

Layout Optimization of Large FE Systems by New 
Optimality Criteria Methods: Applications to 
Beam Systems 

O. Sigmund, M. Zhou and OJ.N. Rozvany 

FB 10, Essen University, W-4300 Essen 1, Germany 

Abstract: The aim of this paper is to demonstrate the optimization capability of recently 

developed optimality criteria methods (COC, DCOC) by solving layout problems for beam 

systems (grillages) involving many thousand potential members. Although the method 

presented can include all practical design constraints, its validity and accuracy is also verified 

by comparing the numerical output with closed form analytical solutions for some 

layout problems. 

Keywords: optimality criteria / layout optimization / topology optimization / grillages / 

finite-elements / elastic design / plastic design / stress constraints / deflection constraints 

1 Introduction-COCIDCOC 

One of the difficulties in the optimization of large structural systems is the discrepancy 

between analysis capability (up to -105 DF's) and optimization capability (-103 variables 

and -103 active behavioral constraints if, respectively, primal and dual programming or 

traditional OC methods are used). It was demonstrated recently by the second and third 

authors [1,2] that the above discrepancy can be eliminated, and even reversed, by using new, 

continuum type optimality criteria (COC) methods. A modified version of the above technique 

(termed DCOC) was formulated by Zhou [3] directly for discretized systems using matrix 

notation, which makes this method readily applicable to finite elements. 

The almost unlimited capability of COCIDCOC in terms of the number of design variables 

and active behavioral constraints is due to the fact that in these methods, the computer time 

requirement depends essentially only on the number of active global (e.g., deflection) 

constraints and the number of such constraints for typical large structural systems is very 

small in comparison to the active local (e.g., stress) constraints. 

In DCOC the Lagrange multipliers for active stress constraints are determined explicitly at 

the element level and their effect on the optimal design is ensured by using suitable prestrains 
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in a modified virtual load system tenned adjoint system. These two operations require a rather 

negligible amount of computer time in comparison to the repeated analyses of the considered 

structure. The analysis of the adjoint system also requires little computational effort because it 

only involves the forward and backward substitution of the decomposed stiffness matrix of 

the real system. 

In Section 2, general aspects of layout optimization by the proposed methods are 

discussed, and in Section 3 the treatment of beams by DCOC is reviewed. Section 4 is 

concerned with an extension of DCOC to non-prismatic beam elements. In Section 5 some 

results are compared with known analytical solutions, while in Section 6 it is shown how 

DCOC results can lead to new analytical solutions. Finally, Section 7 discusses practical 

applications including stress and deflection constraints . 

2 Layout Optimization by the COC/DCOC Methods 

COC/DCOC are particularly useful in layout optimization problems because the latter always 

involve a very large number of potential members (elements). 

Layout optimization by OC methods is based on the so-called layout theory, developed in 

the seventies by Prager and Rozvany (e.g., [4]), which uses optimality criteria and the 

concept of a so-called "structural universe" (or "ground structure"), the union of all potential 

members. The idea of a "ground structure" was used already in the sixties by Dorn, Gomory 

and Greenberg [5] who, however, combined it with a linear programming method. Since 

continuum based optimality criteria give adjoint strains also for vanishing members (of zero 

cross-sectional area), in convex problems the fulfillment of these criteria for all potential 

members represents a necessary and sufficient condition for layout optimality and also 

provides the optimal cross-sections for non-vanishing members. The same criteria have been 

used successfully for nonconvex problems, for which they constitute only a necessary 

condition, provided that certain additional requirements are satisfied. While in analytical 
layout solutions the structural universe consists of an infinite number of potential members 
and the cross-sectional area can take on a zero value, numerical COCIDCOC solutions are 

based on afinite but large number (up to many thousand) of potential members and afinite 
but small (down to 10-12 times the average) prescribed minimum cross-sectional area. Owing 

to the large number of potential members, COC/DCOC effectively achieves a simultaneous 

optimization of the topology, geometry and cross-sectional sizes [2, Part IT]. These methods 

thereby complement favorably the two-stage procedure for layout optimization 

(e.g., Kirsch [6]). 
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3 Formulation for Prismatic Beam Elements 

Although the DCOCmethod [7,3] has been developed for most design conditions used in 

practice, a simplified version of it is used here within the following restrictions: 

one single load condition; 

stress constraints and one deflection constraint; 

only nodal loads are applied; 

the objective function is the structural weight; 

there is only one design variable per element, which is not linked with other 

design variables. 

The optimality criteria for the above problem take the following form: 

(1) 

where we is the weight of the element e, xe the design variable for the element e, {F} the 

vector of virtual nodal forces (in flexibility formulation), [f] the flexibility matrix, {F} the 

vector of real nodal forces, {Sj} a vector converting the nodal forces into a stress at locationj 

of element e, and v, A.} and pe are Lagrange multipliers for the displacement constraint, stress 

constraints and lower side constraints (xe ~ ~), respectively. These multipliers are nonzero 

only if the corresponding constraints are active. 

For the so-called adjoint structure 

the flexibility matrix is the same as for the real structure; 

the load is the virtual load (e.g., unit "dummy" load at the constrained displacements), 

subject to 

the initial nodal displacement (prestrains) in flexibility formulation 

{iii} = ~ ~ A.i{ Sj} (2) 
J 

The actual analysis of the real and adjoint structure is carried out by the stiffness method 

and hence the initial displacements in (2) are converted into fixed end forces in the actual 

computational procedure. It is assumed in this paper that the torsional stiffness is very low 

and hence torsion can be neglected in (1). This neglect causes no significant error in the fmal 

result because optimal beam directions are known to coincide with the principal directions 

with zero torsion. 

In this paper we consider beam elements of constant depth and variable width (xe) 

clamped at the left end. If Fl and F 2 are the vertical force and bending moment at the free end 

of the beam, we have the following matrices (in flexibility formulation). 
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Flexibility matrix: 

4L3 
e 6L2 e 

1 Eh3 Eh3 [fo] 
[f]= - =-

xe 
6L2 12Le xe 

II 
(3) 

Eh3 Eh3 

Bending stress constraint: 

(4) 

Shear stress constraint: 

(5) 

where h is the depth of all beams, M max and V max are the moment and shear force with the 

greatest absolute value, €e = 0 and €e = Le, respectively, if the maximum moment is at the 

same end as or opposite to the nodal forces {Fe} considered and Le is the length of 

elemente. 

On the basis of (1) and (3), the redesign formula for beam elements with inactive stress 

constraints ('Aj = 0 for j = 1,2) becomes 

xe =.J v{FII } [to] {FII}/wll (6) 

where the superscript "e" indicates that the corresponding symbol is restricted to element e 

and we is the factor giving the weight we of the beam element e: 

(7) 

where 'Y is the specific weight. Elements governed by (6) will be termed active elements (A) 

and those governed by stress or side constraints termed passive elements (P). The value of the 

Lagrange multiplier can be calculated from (6) and the deflection constraint (as an equality): 

(8) 
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implying 

L.J we{Fe} [fo] {Fe} 
.rll= _A ______ _ 

!!. - L({Fe} [f"] {Fe}) 
p 

Each iteration in the DCaC algorithm consists of the following steps: 

analysis of the real and adjoint systems; 

calculation of the Lagrange multiplier from (9); 

resizing of beam elements on the basis of (4), (5), (6), and the side constraints. 

4 Extension to Nonprismatic Elements 

(9) 

Denoting the widths at the two ends of a linearly varying element by xI and x2 and its length 

by L, the four entries in the flexibility matrix in (3) are replaced by: 

2 (X2Le) 2 L; 2x2ln ~ - 2x2lnLe - (Xl - 3X2)(XI -X2) 

fll = ET 3 ' 
I 2(x1 - X2) 

(10) 

where II = h3/12. To ensure computational stability, the flexibility matrix for prismatic 

members (3) was used if Ixl - x2' < 2.5 x 10-5. 

Non-prismatic elements have only been used so far for either a single stress constraint for 

each member or a compliance (total external work) constraint. For either of these, the cae 

method [1] gives the redesign formula 

(11) 

The flexibility coefficients in (10) are not valid if the moment changes sign within a beam 

element because in that case the width varies bi-linearly over that element. However, this error 
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is insignificant if the number of beam elements is large. Moreover, such elements do not 

usually occur in the final optimal solution. 

5 Comparisons of FE Solutions with Known Analytical Solutions 

Figure 1 shows some simple analytical layout solutions for grillages with various boundary 

conditions (e.g., [8]). Double thin lines denote simple supports, thick lines clamped edges, 

and single thin lines free edges. Arrows indicate the optimal beam directions and the signs 

refer to the sign of the optimal beam moments. Small circles with a sign indicate that all beam 

directions are equally optimal. 

M 
W 

M 
W 
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D ' x 
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a 
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Figure 1. Analytical Grillage Layout Solutions for Various Boundary Conditions 
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In comparing the optimal weight of analytical and numerical solutions, two types of 

design problems are considered: 

(a) stress (strength) constraint (elastic or plastic design); 

(b) compliance constraint (elastic design). 

The total weight for these two classes of problems will be denoted by W S and We, 

respectively. It can be shown ([2], Part II, Equation 15) that for normalized problems with the 

same boundary and loading conditions, we have 

2 
We = Ws . 

5.1 Simply Supported Square Grillage 

(12) 

The layout based on the analytical solution for this problem is given in Figure lao Some 

discretized solutions were generated with the very simple ground structure (structural 

universe) with 80 elements shown in Figure 2a. In this and subsequent figures, a small circle 

in the middle shows the position of a unit point load. It can be seen from Figure la that for the 

central region in this solution, all beam directions are optimal so long as the beam moments 

are positive. The cae program with non-prismatic beams gave first the solution in Figure 2b. 

After removing from the ground structure (Figure 2a), in turn, beams with a slope of 2:1 and 

1: 1 to the sides, the solutions in Figures 2c and 2d were obtained. For a side length of L = 2, 

all three optimal layouts (Figures 2b to 2d) gave the same normalized weight (W s = 0.5, 

We = 0.25) as the known analytical solution. This also shows that in the considered region, 

the optimal beam directions are non-unique. 

5.2 Square Grillage with Built-In Edges 

Figure lb shows the analytically derived optimal layout for this problem [8]. Using a 

structural universe with 624 members (Figure 3a), the discretized solutions shown in Figures 

3b and c were obtained for the nine point loads (circles in Figure 3b, all point loads are unit 

forces, except that the central load has a value of 4.0). The latter are in complete agreement 

with the above analytical solution. In the central region of Figure lb, where the optimal beam 

direction is indeterminate, the discretized solution gave a rather dense grid of beams (which is 

one of the possible optimal solutions). For a side length of L = 2, the analytical optimal 

weights are W s = 31/64 = 0.484375, We = W~ = 0.234619. The above numerical solution 

(Figures 3b and c) gave We = 0.234620. 
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(a) (b) 

(c) (d) 

Figure 2. Discretized Solutions for Square, Simply Supported Grillages 

5.3 Gillage with Two Simple Supports and Two Free Edges 

It was shown about flfteen years ago by Rozvany, Hill and Prager [9,10] that along free 

edges, the optimal grillage layout contains a so-called "beam-weave" consisting of long beams 

with positive moments and short beams with negative moments (Figure ld). The length of the 

short beam is theoretically infinitesimal. The above solution has now been conflrmed by 
discretized numerical computations (Figure 4b) using 620 elements in the ground structure 
(Figure 4a). For a flnite number of beams, the optimal grillage weight is given by [10] 

(13) 
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(a) (b) 

Figure 3. Discretized Solutions for Square Clamped Grillages 

where n is the number of long beams and the meaning of other symbols is explained in 

Figure le. On the basis of a side length of L = 1.0 in Figure le, we have the values 

a = ~ 1/(4 - 2{2) = 0.92387953, c =.J2 - 1 = 0.41421356, n = 10, P = 1. Then (13) gives 

the weight Ws = 0.68180195, We = W~ = 0.46485390. The latter was fully confmned (to 

eight digits accuracy) by the discretized numerical results. 

6 New Analytical Solutions Prompted by Numerical Results 

6.1 Grillages with Simply Supported, Clamped, and Free Edges 

For combinations of all the above three boundary conditions, analytical solutions were not 

available until recently. Figures 5a and b show solutions for a rectangular grillage with a 

clamped edge (thick line), a simply supported edge (double line) and a free edge (top edge 
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(a) 

(b) 

Figure 4. Discretized Solutions for Simply Supported and Free Edges 

parallel to the clamped edge) subject to a point load (small circle). For these two solutions, 

respectively, ground structures with 466 and 1892 elements were used. It is quite clear from 

these results that a beam-weave occurs along the free edge and that the angle enclosed by the 

beams and the free edge gradually becomes smaller with the distance from the free edge. 

On the basis of the above topology and the general theory of least-weight grillages 

[8-10], the differential equations representing the exact solution for the above problem were 

derived. The unknown variables for the assumed topology are (Figure 6) the angle a enclosed 

by the long beams and the free edge, the distance t along the free edge, the distance (y) 

between the clamped edge and the boundary separating beams in positive and negative 

bending, the angle (£) enclosed by the tangent of this boundary and the free edge, and the 

adjoint deflection (U) along the free edge. 

The optimal values of the above parameters have been shown to be governed by the 

following equations: 

. 2 
d __ L - y l+sine d 
t- 2' 2 2 a, 

sin a 2sin (a + e) - 1 - sin e 

y = L - sin a~ (L 2 - 2u)/(I + sin2 a) , tane = dyldx . (14) 
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(a) 

(c) 
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Figure 5. Discretized Solutions for a Combination of Clamped. Simply 
Supported and Free Edges 
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Figure 6. Analytical Solution for the Problem in Figure 5 
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The above equations were solved numerically for the initial values of t = 0, tan ao = tan Eo = 

llfi, u = 0, du/dt = L/v'2. y = Ll2 (Figure 6). The resulting layout is shown in Figure 5c 

which indicates a reasonable agreement with the discretized solutions in Figures 5a and b. 

6.2 Square Grillage with Two Clamped and Two Free Edges 

This combination of boundary conditions is one of the few for which as yet no analytical 

solution is known. For this reason, a detailed numerical study is being carried out with a view 

to obtaining ideas as to the approximate topology of the optimal layout. Considering a point 

load at the free comer, a beam layout consisting of two cantilevers along the free edges 

(Figure 7a) gives a normalized beam weight of We = 0.250. 

A simple ground structure with 400 beam elements (Figure 7b) gives the solution in 

Figure 7c with a structural weight of We = 0.1995. Using a more complex ground structure 

with 9312 elements (Figure 7d), the solution in Figure 7e was obtained with a weight of 

We = 0.1819. It can be seen that the solution consists of beam weaves over about one half of 

the free edges, supported by two heavy cantilever beams and balanced by other beams with 

negative moments, at an angle of about 30· to the sides. The latter are supported by short 

beams with positive moments which are probably normal to the clamped edges. 

Whereas in Figures 6b and c the beam directions are restricted to slopes of 0 and 1: 1 to the 

sides and Figures 7d and e include also slopes of 1:2, the ground structure in Figure 7f has 

additional slopes of 1:3 and 2:3 but only 3752 beam elements. The corresponding solution 

(Figure 7 g) has a weight of 0.19057. 

7 "Practical" Solutions Derived by the Proposed Algorithm 

The solutions presented in this section are for problems with shear stress, bending stress and 

deflection constraints. Although the total weight is still given in a normalized form and here 

only rectangular beams of variable width are considered, the same algorithm can readily be 

used for other cross-sections (e.g., variable depth) and for constraints based on actual design 

codes (see e.g., [2]). 

7.1 Square Grillage with Built-In Edges 

Figure 8 shows one quarter of a clamped square grillage with a point load on each quarter. 

For all solutions, the normalized deflection at the point load is 1.0 and the permissible shear 

stresses and corresponding structural weights are: Figure 8a: 'ta = 10.6, We = 0.445804; 
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(a) 

(b) 

Figure 7. Discretized Solutions for a Problem for which the Analytical 
Solution is not yet Known 

( c) 

Figure 8b: 'ta = 5.0, We = 0.456674; Figure 8c: 'ta = 3.0, We = 0.503007; Figure 8d: 'ta = 
2.0, We = 0.640169. In Figure 8a, the shear stress constraint is inactive. Figure 8d is 

governed almost entirely by the shear stress constraint. The bending stress constraint is not 

active for this problem because the deflection constraint reduces to a compliance constraint 

which also provides optimal material distribution for a permissible bending stress [4, 8]. 
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(d) (e) 

(f) (g) 

Figure 7. (continued) 

7.2 Triangular Grillage with One Free Edge and Two Simply Supported 
Edges 

The length of the free edge in Figure 9a is 2.0 and its distance from the simply supported 

comer is 0.5. The ground structure (299 elements) for this problem is shown in Figure 9a and 

solutions with various permissible shear stresses in Figures 9b-d with the following optimal 

weights: Figure 9b: 'ta = 17.79, We= 0.026653; Figure 9c: 'ta = 10.00, We = 0.027801; 

Figure 9d: 'ta = 6.00, We = 0.035282. If we restrict all beams parallel to the free edge, then 

we obtain the solution in Figure ge, with a weight of We = 0.161626 ('tmax = 4.82 is 
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(a) (b) 

(c) (d) 

Figure 8. Discretized Solutions for Square Clamped Grillage with Active Deflection and 
Shear Stress Constraints 

inactive). The latter represents over 400% of the optimal weight, although some authors (e.g., 

[11]) still claim that this topology is relatively economical. 
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Figure 9. Discretized Solutions for a Simply Supported Corner with Active Deflection and 
Shear Stress Constraints 
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Analysis and Design of Structural Sandwich Panels 
Against Denting 
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Abstract: The problem of local bending often encountered in laterally loaded sandwich 

panels is analyzed by considering the deflection of the loaded facing against the not loaded 

facing as being governed by an elastic foundation model. This is achieved by the development 

of a two-parameter elastic foundation formulation which takes into account the existence of 

shear interactions between the loaded facing and the supporting medium (core material). The 

results obtained by application of the developed approximate solution procedure, i.e., the 

local stress field in the near vicinity of the area of application of the external load, are 

compared with finite element solution results and very good comparative results are obtained. 

Keywords: structural sandwich panels / indentation / local bending effects / elastic 

foundation / classical sandwich theory / comparative study / finite element analysis / 

parametric effects / design tool/concurrent engineering. 

1 Introduction 

The structural member, known as a sandwich panel, is a special form of a laminated 

composite which consists of three principal parts; thin, strong, and relatively high density 

facings separated by a thick, light, and weaker core. The faces and the core of the sandwich 

panel are adhesively joined in order to transfer the load between the components. This 

provides a structure which is very efficient for resisting bending and buckling loads since the 

sandwich panel is much stronger and stiffer, in most respects, than the sum of the individual 

strengths and stiffnesses. 

Although sandwich structures have been accepted as an excellent way to design strong, 

durable and lightweight structures, a number of important problems have been left more or 

less unattended, even by classical textbooks as the ones by Allen [1], Plantema [2] and 

Stamm & Witte [3]. An area of significant practical importance, and belonging to this class of 

more or less unattended problems, is the so called denting problem associated with local 
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bending effects in structural sandwich panels. These local bending effects appear more 

frequently than is usually expected, and two typical examples of areas/positions where local 

bending can be observed are: 1. various joints between sandwich panels (T-joints, corner

joints); 2. inserts and fasteners for introduction or "take-out" of external forces as well as for 

mechanical fastening of various types of equipment. 

It is a well known fact that sandwich panels are notoriously sensitive to failure by the 

application of strongly localized external lateral loads, i.e., point loads, line loads and 

distributed loads of high intensity. This pronounced sensitivity toward the application of 

concentrated external loads is due to the associated inducement of significant local deflections 

of the facing into the core material. The result of this may be a premature failure of the 

sandwich panel. 

The present paper is exclusively devoted to local bending analysis of sandwich panels 

(primarily foam-cored) which can fail in several distinctly different ways [1-5]. Possible 

failure modes in the present context could be crushing (denting failure) of the core material 

[4-7]; delamination at the interface between the loaded face and the core material due to the 

concentration of interlaminar stresses in the region adjacent to the area of external load 

application; shear failure of the core material; tensile or compressive failure of the facings by 

yielding or fracturing dependent on the properties of the face-materials; and finally 

delamination due to interlaminar shear and transverse normal stresses for the case of laminated 

FRP-faces. 

Relatively few references have been treating the problems associated with local bending of 

the faces of sandwich panels subjected to concentrated loads, and no one gives an explicit 

description of the onset and development of actual failure modes. They restrict themselves to 

the development of structural analyses based on the somewhat unrealistic assumption of linear 

elastic behavior of the core material as well as the faces of the considered sandwich panel. 

Thus, the results obtained do not reflect the actual sequence of events experienced by the 

constituent materials during the onset and development of failure, but they do have the 

potential of giving valuable information about the fundamental mechanics of the local bending 

problem as well as the parameters controlling the onset of irreversible failure. 

In the modelling of the problem, it seems reasonable to consider the relative deflection of 

the loaded face of the sandwich panel against the not loaded face as being governed by an 

appropriate elastic foundation formulation. 

This approach was used by Reference 6, who considered the foam-core as continuously 

distributed linear tension/compression springs supporting the loaded face of the sandwich 

panel. Thus, the elastic response of the foam-core material was assumed to be governed by 

the "classical" Winkler foundation model, which is extensively treated by, among others, 

Hetenyi [8]. 



www.manaraa.com

823 

However, the Winkler foundation model suffers a serious drawback, since it does not 

account for the possible existence of shear interactions between the loaded face and the 

supporting medium (core material). This feature of the Winkler foundation model suggests 

that it becomes inadequate for deformations of short wave-length, in which the shear 

deformations of the foam-core of the sandwich beam become important. 

2 Elastic Foundation Analogy 

2.1 Formulation of Two-Parameter Foundation Model 

The present formulation is based on the assumption of an elastic foundation model, which 

does take into account the existence of shear interactions between the loaded face and the 

supporting medium (core material). This additional consideration, compared to the Winkler 

foundation model, is necessary in order to account for the build-up of interfacial shear 

stresses occurring adjacent to the local area of external load application. 

Figure 1 illustrates the considered problem with its constituent parts: the loaded facing of a 

sandwich beam and the supporting medium (core material). The considered facing can be 

subjected to arbitrary distributed external transverse normal and shear loads Pz(x), Px(x) 

along its upper surface. 

_--r---~ .. 
.... _--
-

: x,u : :, :.". ' ' ," .. " " 
• '. ~ • ., , I 

~ " ,.. I • 
face beam 

supporting medium 

Figure 1. Loaded Facing Supported by Core Material. 

It is assumed that the face as well as the core material can be satisfactory described by use 

of linear elastic constitutive relations, even though this assumption in general has to be 

considered as being unrealistic as mentioned earlier. 

The elastic response of the supporting medium (core material) is suggested expressed by 

the following equations, which relates the deflections of the loaded facing to the interfacial 

stress components measured per unit length of the face-beam (Figure 1): 
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: foundation moduli; 

: interfacial shear and normal stress resultants; 

: longitudinal displacement of lower fibre of the facing; 

w(x) : lateral displacement of the loaded facing; 

x : independent variable (longitudinal coordinate). 

(1) 

It should be emphasized that qx(x), qz(x) represents the foundation normal and shear 

stress'resultants per unit length of the beam (unit: N/mm), Le., they can be obtained by 

multiplying the stress components'tzx(x), a z<x) at the interface with the width of the beam 

(2b). In the forthcoming derivations qx(x), qz(x) will be referred to as the interlaminar stress 

distribution functions. 

The foam-core and the faces are assumed to be homogeneous, isotropic and linear elastic, 

and the foundation modulus Kz is suggested related to the elastic coefficients of the core 

(Ec'vc) and the loaded facing (Ef) by the following expression [8]1: 

(2) 

where b : half width of the face-beam; 

Ef : elastic modulus of face-beam material; 

I : area moment of inertia of the face-beam; 

Ef I : flexural rigidity of face-beam. 

Equation 2 is developed under the assumption that the height t (see Figure 1) of the face is 

small compared to the wave-length of the applied load [8]. 

The second foundation modulus Kx is suggested related to Kz through the relation: 

(3) 

The loaded facing is modelled by application of the classical theory of bending of beams. 

Thus, it is assumed that normals to the undeformed neutral axis of the face-beam remains 

straight, normal and inextensional during deformation so that transverse normal and shearing 

strains may be neglected in deriving the beam kinematic relations. The displacement 

Obtained by comparison with 2-D elasticity solution to the problem of an infinitely long beam attached to 
an elastic medium which extends to infinity on one side, 
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components u, w of an arbitrary point in the face-beam may be expressed by the neutral axis 

quantities uo' Wo by the equations: 

dw 
u=uo-zdi""; 

(4) 
w=wo 

The fIrst of Equations 1 together with Equation 4 yields: 

(5) 

From Equation 5 it is seen that the interfacial shear stress distribution function qx(x) is 

proportional to the angular rotation dw/dx of the neutral axis of the face-beam. The interfacial 

stress distribution functions qz(x), qx(x) are unknown, and the objective of the proceeding 

derivations is to formulate and solve the equations determining these functions. 

Referring to Figure 2 for notation and sign convention, the three equilibrium equations for 

the elastically supported face-beam can be written in the form: 

Pzdx 

t Px dx 

'G '!-, ~f==tn~N'dN 
M a. __ M+dM 

q"dx l 
qzdx 
dx 

Figure 2. Notation and Sign Convention for Equilibrium of Loaded Face-Beam. 

(6) 

The longitudinal normal strain Ex at the interface between the facing and the core material 

is expressed as follows, where a unit width (2b=1) sandwich beam is considered: 



www.manaraa.com

826 

~ (u(x _.!.)) = _1 (N _ 6M) 
dx '2 Eft t· 

(7) 

From the fIrst of Equation 1 the following is derived: 

(8) 

By combination of Equations 7 and 8 followed by successive differentiation as well as 

introduction of the equilibrium Equation 6, the following expressions appear: 

dqx = ~ (N _ 6 M ) ~ 
dx Eft t 

2 
d qx Kx ( 6 ) --=- 4q --Q+2p ~ 
dx2 Eft x t x (9) 

3 
d qx Kx (dqx dpx 6 ) -=- 4-+2---(q -p) . 
dx3 Er t dx dx t z z 

By rearrangement, the latter of Equation 9 can be written in the form: 

(10) 

Equation 10 establishes the relationship between the interfacial stress distribution functions 
qx(x), qz(x). 

A similar equation can be found by combining the latter of Equation 1 with the "flexure 

formula" known from the classical theory of bending of beams: 

qz=Kz W ~ 

d2qz d2w Kz 
-=K -=--M ~ 
dx2 z dx2 EfI 

(11) 
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Rearrangement of the latter of Equation 11 gives: 

4 
d qz Kz t Kz (d'lx dPx) Kz 
dx4 + Btl ~=2 Btl dx +"'(iX + Btl Pz· 

(12) 

Equations 10 and 12 represent a set of two coupled ordinary constant-coefficient differential 

equations expressed in the two unknown interfacial stress distribution functions. 

In order to obtain two differential equations expressed solely in the two unknown 

functions qx(x) and qz(x), Equation 10 can be employed to eliminate qzCx) and its derivatives 

from Equation 12. Similarly Equation 12 can be employed to eliminate the derivatives of 

qx(x) from Equation 10. 

From Equation 10 the following relations are obtained: 

Eft2 (d3qx 4 Kx dqx) t dpx 
qz=- 6 K -3- - P-t dx + '3"'(iX pz => 

x dx '-1' 

(13) 

Similarly Equation 12 gives: 

d'lx = 2Btl (d4~ + Kz ~)_.!. p _ dpx => 
dx ~ t dx4 Btl t z dx 

d3qx _ 2 Bt I (d6qz +.5.. d2qz ) _.!. d2pz _ d3pz 
dx3 - ~ t di Ef I dx2 t dx2 dx3 ' 

(14) 

Inserting Equations 13 and 14 into Equations 10 and 12, yields a set of two ordinary non

homogeneous differential equations of seventh and sixth order respectively, where each of the 

two differential equations is expressed solely in one of the unknown interfacial stress 

distribution functions qx(x), qzCx): 

753 
dqx dqx dqx d'lx 
-- + (X2 -- + (Xl -- + (Xo - = 
dx7 dx5 dx3 dx 

3 (X2 d4pz (X2 (d5px (Xl dPx). 
-2't dx4 -2 dx5 -2 dx ' 

(15) 

(16) 
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(17) 

The complete solution to the governing set of two ordinary non-homogeneous constant

coefficient differential, Equations 15 and 16 can be written in the general form: 

qx<x) = (q,JX»h + (qx(x))p ; 

<lz(x) = (qz(X»h + (qz<x))p ; (18) 

where subscript "h" denotes the solutions to the homogeneous parts of Equations 15 and 16 

and subscript "p" denotes the particular solutions to Equations 15 and 16. 

The solution of the homogeneous part of Equations 15 and Equation 16 is 

straightforward, and it can be shown [9] that the homogeneous solution to Equation 15 can be 

written in the form: 

(qx(X))h = Ao + Al cosh(<Plx) + A2 sinh(<Plx) 

+ A3 cosh(!;x)cos(T\x) + A4 sinh(!;x)cos(T\x) 

+ As sinh(!;x)sin(T\x) + A6 cosh(!;x)sin(T\x) ; 

(19) 

where <PI'!;' T\ are coefficients defined in terms of a2, ai, ao given by Equation 17. 

<PI' !;, T\ are given in explicit form in Reference 9 to which the reader is referred for further 

details. Aj (j=0,1, ... ,6) are seven integrational constants which have to be determined from 

the statement of the boundary conditions of the problem. 

From the first of Equation 13 (omitting the non-homogeneous terms) it follows, that the 

homogeneous part of the transverse normal stress response (qz<x))h can be expressed by the 

first and third derivatives of (qx(x))h: 

( ( )) -...3..!... (d3(qx(X»h d(qX<X))h) 
qzx h-3 3 +a2 dx 

a2 dx (20) 

Thus, the general solution to the homogeneous parts of the governing differential Equations 

15 and 16 has been established. 

The particular solution parts of Equations 15 and 16 still need to be determined, and this is 

accomplished by assuming suitable particular solution functions by "qualified quessing". The 

derivation of the particular solutions (qx(x»p' (qz(x))p is of course strongly influenced by the 

form of the external loads, since these load distribution functions px(x), pix) determine the 

non-homogeneous terms appearing in the governing differential equations. 

For further information about the explicit expressions for the particular solution parts, for 

various types of external loading, the reader is referred to Thomsen [10,11]. 
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2.2 Specification of Boundary Conditions 

In order to detennine the seven integrational constants Aj 0=0,1, ... ,6), it is necessary to 

formulate seven boundary conditions. To exemplify the formulation of the necessary 

boundary conditions the simplest possible example is considered: the loaded facing of a 

simply supported sandwich beam in 3-point bending (shown in Figure 3). The necessary 

boundary conditions for the loaded facing can be expressed as follows: 

[qx] =0; [ dW] - =0' 
x=o dx x=o ' 

- =0' [ d
2
w ] 

dx2 x=L ' 
- =0' [ d

3
W] 

dx3 x=L ' 
(21) 

r qix)dx=O; t P o q/x)dx= '2' 

.t =i 
{r-.-.-.--=-~x -.-.-.-~ 

~ I .;mt 
I. L • i. L .1 

Figure 3. Unit Width Sandwich Beam in 3-Point Bending. 

The first and the second of Equation 21 represent the conditions of symmetry about the 

center of the beam span of the facing (x=O); the third and the fourth of Equation 21 represent 

the conditions at the free end of the facing (x=L); and the last two of Equation 21 represent the 

conditions of horizontal and vertical equilibrium, respectively, for the loaded facing of the 

considered sandwich beam, where px(x)=pZ<x)=O (see Figure 3). 

The last of the seven boundary conditions is derived by combination of the second of 

Equations 9 and the third of Equation 11. The resulting equation can be written in the form (Q 

is eliminated): 

3 2 
d qz 2 t (Xl d qx t (Xl t (Xl 

--3 + -3-- --2- + -6 qx = -6 Px ' 
dx (X2 dx 

(22) 
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The last boundary condition, supplementing the already established boundary conditions for 

the considered problem, is then specified by requiring fulfillment of Equation 22 at some 

position, say x=O (center of beam span). 

Thus, the complete set of boundary conditions necessary in order to determine the seven 

integrational constants has been completed, and the solution of the problem of the face-beam 

elastically supported by the core material has been achieved for the case of a sandwich beam 

in 3-point bending (Figure 3). 

3 Superposition with Classical Sandwich Theory Solution 

In order to obtain a complete solution to the specific problem of a sandwich beam in 3-point 

bending, it is necessary to investigate the overall bending and shearing effects; i.e., to 

establish an overall solution supplementing the local bending solution derived in the preceding 

sections of the present paper. 

The simplest way to establish such an overall solution is by application of the classical 

theory of sandwich beams as given by Allen [1] or Plantema [2]. The present approach is 

based on the sandwich beam theory presented by Reference 1, to which the reader is referred 

for further details. 

The transverse deflection of the considered sandwich beam can be written as: 

(23) 

where wb(x) is the deflection induced by the overall bending, and ws(x) is the displacement 

induced by the overall shearing of the sandwich beam. 

The displacement wb(x) is calculated by means of the ordinary theory of bending of 

beams, and for the considered problem (see Figure 3) the following is obtained: 

(24) 

where D is the flexural rigidity of the sandwich beam. D is given by (for the present case: 

2b=l.O mm): 

( 3 2) 3 
D=Ef (2b) ~ + d 2C

2+
t) +Ec (2b) 2; . (25) 

The displacement ws(x) is expressed as: 

P 
ws(x) = - 2 A G (L - x) , 0 ~ x ~ L : 

c 
(26) 



www.manaraa.com

831 

where Gc is the shear modulus of the foam-core, and A is expressed by (2b=1.0 mm): 

2 
A= 2b (2c + t) 

2c 
(27) 

The term AGc ' appearing in Equation 26, is referred to as the shearing stiffness of the 

sandwich beam. 

The stresses (overall solution) in the faces and the core of the considered unit width 

sandwich beam (Figure 3) are expressed in the form; O::;;xg.: 

P (L-x)z 
(ax(x,z»e = 2 D Ee ' 

( (c + t) ?: Z ?: c ); 

-c ?: Z ?: -(c + t) 

c?:Z?:-c; 

P ( t(2c+t) Ee 2 2) 
('tzX<x,Z»e = ill Ef 2 + T (c - z) , c ?: Z ?: -c . 

(28) 

The overall solution (Equations 23-28) can be superposed to the approximate local 

bending solution derived earlier. Thus, the total transverse displacement of the loaded facing 

due to overall bending, shearing, as well as local bending can be written: 

(29) 

The local transverse displacement wlocal is defined by the latter of Equation 1. The local 

displacement component wlocal only defines the displacement of the "elastic line" of the 

loaded facing; i.e. the superposition of the overall and local deflection components suggested 

by Equation 29 will only describe the local bending effects at the interface between the loaded 

facing and core. It is not possible to decide, in explicit terms, the decay through the thickness 

of the core material of the deflections induced by local bending. 

The stress field induced by the overall bending and shearing as well as local bending of 

the sandwich beam is another subject of major interest. The normal stress distribution in the 

loaded face-beam can be written in the form: 

(30) 

where [(a)rlloeal for a unit width beam can be expressed in terms of qz<x); OS;xg. 
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[( ( » ] MlocalZlocal 
ax x'Zlocal f local = I ~ 

(31) 

The coordinate zlocal referred to in Equation 32 corresponds to the local face-beam coordinate 

shown in Figure 1. 

The transverse nonnal stress component az at the interface between the loaded face and 

the core is given by dividing the elastic response function qz(x) with the width of the beam 

(unit width), i.e., the interface transverse nonnal stress component can be written as: 

total <Iz(x) 
[aZ<x,z=c)] = 2b; (2b = 1 mm) . (32) 

Similarly the shear stress component at the interface between the loaded face and the core 

can be expressed as: 

total qx(x) 
[tz/x,z=c)] = [tzx(x,Z=C)]overall +2]) (2b = 1 mm) . (33) 

As mentioned earlier for the total transverse displacements, the superposition of the 

overall and local stress field components only describes the state of stress in the loaded face 

and in the interface between the loaded face and the core of the considered sandwich beam. 

This area however, is by far the most interesting part of the structure, as it is here the peak 

values of the stress components will appear. 

Thus, a complete (approximate) solution to the problem of a sandwich beam loaded in 3-

point bending (Figure 3) has been derived by superposition of the local and overall 

displacement and stress fields respectively. 

4 Results and Discussion 

The applicability of the developed solution procedure will be demonstrated by an example, 

and the results obtained will be compared to a finite element solution in order to ascertain the 

quality of the suggested approach. 

The example chosen in the present paper is the earlier described unit width sandwich beam 

in 3-point bending shown in Figure 3. The geometry, the material properties and the external 

point load P are as follows: 
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L=40.0 mm; t=1.0 mm; c=2.5 mm; 2b=1.0 mm; 

EF15.0 GPa ("E-glass/epoxy"); 

Ec=O.1 GPa; vc=O.35 ("PVC-foam';: pc=I00.0 kg/m3); 

P=1O.0 N/mm (force per unit width). 

For the results presented in the following parts of the paper, the stress quantities will be 

normalized with respect to the "average" shear stress of the considered sandwich beam, which 

can be calculated by the expression [1]: 

P 
't avg = -:-2-;"(2:"""c-+-t7) . 

(34) 

4.1 Comparison with Finite Element Solution 

The software used for the model generation was the general finite element (FEM) program 

ANSYS, version 4.4A, developed and distributed by Swanson Analysis Systems, Inc. The 

sandwich beam shown in Figure 3, with geometrical and material properties as quoted above, 

was modeled using 2-D isoparametric 4-node plane stress/strain elements (element type 

referred to as STIF42 in the ANSYS 4.4A code) for the upper and lower facings as well as 

the core material. The upper and lower facings were modeled with two layers of elements, 

and the core was modeled using ten layers of elements. Due to the symmetry of the problem, 

only one half of the sandwich beam was generated. The total number of elements in the half

beam model was 1120 [9]. 

Figure 4 shows the distribution of normalized normal stresses ox/'tavg along the upper and 

lower boundaries of the loaded facing of the sandwich beam. The results observed from 

Figure 4 are that the local bending effects are of significant importance near the point of 

external load application (x=O). At the upper surface of the facing a compressive state of 

stress is present (curves (1) and (2) in Figure 4) and the peak compressive value of o/'tavg is 

about -105. It is observed that the results obtained by the analytical and the FEM solutions, 

respectively, are very close to each other. 

At the lower boundary of the facing a tensile state of stress is present at x=O, and this 

phenomenon is explained by the significant local bending contribution. Again a very close 

resemblance between the two solutions is observed. As the x-coordinate is increased, the local 

bending contribution is seen to fade out, and from x/L=0.3-0.4 the stress state corresponds to 

the linear variation of the overall bending moment which is a characteristic feature of the 

classical beam theory solution for the sandwich beam in 3-point bending. 
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Figure 4. Longitudinal distribution of crxl'tavg in upper and lower fibre of the loaded 
facing obtained by the analytical and FEM solutions. 

Figure 5 shows the distribution through the thickness at x=O of the sandwich beam of the 

normalized stress component crxl'tavg. Curve (1) shows the results obtained by the analytical 

solution, and curve (2) shows the corresponding FEM results. The overall tendency is again a 

very close match of the results: the upper and lower facings of the sandwich beam are 

transferring the overall bending load and significant stresses are present. The stress state in 

the upper facing is determined by the overall bending together with the local bending 

contribution: at x=O a compressive state of stress is present at the upper boundary, and at the 

lower boundary a tensile stress state is present. The stress state of the lower facing at x=O is 

exclusively tensile since its is determined by the overall bending alone. 

At this point, it should be mentioned that the very close match between the two solutions 

for the lower facing, shown in Figures 4 and 5, is a special feature of the example considered 

in the present paper, Le., in general it cannot be expected that the classical sandwich theory 

solution will give accurate results for the lower facing. This circumstance can be explained by 

the fact (experimental results; [12]) that the decay of the transverse normal stress a z down 

through the core-material may not be complete, which again implies that transverse normal 

stresses have to be transferred between the core-material and the lower facing. As mentioned 

earlier, however, the question mark posed on the accuracy of the results obtained for the 

lower facing is no serious drawback for the suggested approximate solution procedure, as the 

loaded facing (where reliable results are obtained) will always be the most interesting part of 

the sandwich structure (most severely loaded). 
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Figure 5. Transverse distribution at x=O of crJ'tavg obtained by the analytical 
and FEM solutions, respectively, 

Figure 6 shows the distribution of the normalized transverse normal and shear stress 

components, cr.j'tavg, 'tzJ'tavg at the interface between the loaded face-beam and the core 

material. Focusing at first on the curves (1) and (2) of Figure 6, showing the distribution of 

cr.j'tavg, it is observed that the results obtained by the analytical and FEM solutions, 

respectively, show a very close match. The predicted peak values (x=O) are very close to each 

other, and the characteristic decay with increasing values of x is also observed for both 

solutions. Furthermore, the wavy harmonic character of the "decay function" predicted by the 

elastic foundation formulation is confirmed by the finite element solution. 

Curves (3) and (4) of Figure 6 show the interfacial distribution of'tzxltavg obtained by the 

two solution methods, and again a very close resemblance of the results is observed. 

Other results regarding the comparison between the developed approximate solution 

procedure and the FEM model of the sandwich beam could be shown, but they all show the 

same close match as observed from Figures 4, 5 and 6, and no further comparative results 

will be given in the present paper (for further information see [9]). 

4.2 Parametric Study 

In order to illustrate the influence of certain characteristic parameters on the local interfacial 

stress distribution in the near vicinity of the point of external load application, the results 

obtained from a brief parametric study will be presented. The characteristic material and 
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Figure 6. Distribution of a.j'tavg, 'tzx/'tavg at the interface (z=c) between the 
loaded facing and the core material. 

geometrical parameters included in the analysis are: the ratio between the elastic moduli EtfEc' 

and the thickness t of the loaded facing. 

The parameters Land c (see Figure 3) also influence the stress distribution within the 

sandwich beam, but they only exert influence on the overall bending and shearing of the 

sandwich beam, and therefore they will not be included in the presented parametric study. 

Figures 7 and 8 show the effects of altering the stiffness ratio EflEc on the interfacial 

distribution of the normalized transverse normal stress, a.j'tavg, and the normalized local 

shear stress, 'tzx/'tavg. The thickness of the loaded face is chosen to t=1.0 mm, and EflEc is 

given the values 50, 150 and 450. 

From Figure 7 it is seen that the lower the value of the stiffness ratio, EtfEc' the higher the 

peak value of a.j'tavg. Furthermore, it is observed that the wave-length of the elastic response 

is increased significantly as EflEc is increased. 

Similar results are observed from Figure 8, except that the peak value of 'tzxl'tavg 

(representing only the shear contribution induced by local bending) is located some distance 

away from x=O. Again it is observed that the wave-length of the elastic shearing response 

increases with increasing values of EtfEc' 

The results shown in Figure 8 also indicates when it is advisable to use the two-parameter 

elastic foundation model, suggested in the present approach, instead of the simpler Winkler 

foundation model (one-parameter elastic foundation model) used by Weissman-Berman et al. 

[6]. It is observed that the peak value of'tzxl'tavg decreases very rapidly as EtfEc is increased, 

and for large values of the stiffness ratio the build up of interfacial shear stresses due to local 

bending is negligible in comparison with the other stress components. In this case the results 
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Figure 7. crJ'tavg• vs. x!L at the interface between the loaded facing and the 
core material (Bc fixed to Ec=O.1 GPa). 
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1) Ef/Ec=50.0; 2) Ef/Ec-150.0; 3) Ef/Ec=450.0 

Figure 8. 'tzxl'tavg vs. x!L at the interface between the loaded facing and the 
core material (Bc fixed to Ec=O.l GPa). 

obtained by the two-parameter elastic foundation model will be nearly identical to the results 

predicted by use of the Winkler foundation model (further treatment in Section 4.3). 

Curves similar to the ones shown in Figures 7 and 8 can be obtained by altering the 

thickness t of the loaded facing for a fixed value of BrlBc' but they will not be shown in the 

present paper, since the conclusions drawn are similar to the conclusions drawn from Figures 

7 and 8. The overall tendencies are that the peak values of crz/'tavg, 'tu/'tavg decreases 
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significantly as t is increased, i.e., as the flexural rigidity of the face-beam is increased. 

Furthermore, the wave-length of the elastic response fu'nctions increases with 

increasing t-values. 

In order to present the main results, obtained from the parametric studies quoted above, in 

a more compressed and informative form, a few plots showing the peak values of crJ'Cavg, 
total / 

'tzx 'tavg as functions of the stiffness ratio EtfEc as well as the thickness t have been 

prepared. The superscript "total" refers to the shear stress components obtained by 

superposition of the local and overall shearing contributions. 

Figure 9 shows the peak value (x=O) of the interfacial transverse normal stress component 

(C1 z''t avg)max as function of EtfEc' Three different curves are shown, each representing 

different values of the face-beam thickness t (t=O.5, 1.0 and 2.5 mm). 

-10 

-12 I.-.-_..l..-_...J...._--L_---'~_..L.__...J 
o 250 500 750 1000 1250 1500 

EflEc 
1) t=0.5 mm; 2) t=1.0 mm; 3) t=2.5 mm . 

Figure 9. (cri'tavg}max vs. EfEc. 

It is seen that (crJ'tavg}max shows a strong dependency of EflEc as expected from the 

results shown in Figure 7. A significant feature of the plots shown is that the peak value of 

cr/cavg attains very large values for very small values of EflEc' even though it should be 

recalled that the elastic foundation approach, on which the results are based, becomes 

inadequate for very small values of EtYEc (corresponding to deflections of short wave-length). 
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It is also observed that the peak value of a.zf'tavg is influenced by the face-beam thickness t 

in the way that the larger the value of t (i.e. the larger the flexural rigidity of the face-beam) 

the lower the peak values of a.zf'tavg. 

Figure 10 shows the peak values of the interfacial shear stress 'tzx/'tavg as function of the 

stiffness ratio EflEc for three different values of the thickness t of the loaded facing (t=0.5, 

1.0 and 2.5 mm). It is recognized that the peak values of 'tzxl'tavg are strongly dependent on 

the EflEc-values in the way, that very large peak shear stresses are obtained for very small 

values of the stiffness ratio (it is emphasized that the calculated peak stress values for low 

values of ErlEc are questionable as mentioned earlier), and that the peak values of'tzx total/'tavg 

decreases strongly as the stiffness ratio is increased. The peak value of 'tzx total/'tavg 

approaches unity asymptotically as EflEc goes to infinity, i.e., the interfacial shear stress 

contribution induced by local bending diminishes as the stiffness ratio becomes lar~e. 

III 

0.5 

o 250 600 750 1000 1250 1500 

EflEc 
1) t=0.5 mm; 2) t=1.0 mm; 3) t=2.5 mm . 

Again it is clear, that the peak value of'tzx total/'tavg depends on the face thickness t in the 
total; way, that the larger the value of t, the lower the peak value of'tzx 'tavg. 
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4.3 Discussion of Range of Applicability 

The introduction of the elastic foundation analogy, in the context of local bending of sandwich 

panels subjected to localized loads, has been carried out in order to present a simple method of 

obtaining detailed information about the displacement and stress fields induced locally (loaded 

facing and interface between loaded facing and core material) as a result of localized 

lateral loads. 

The basic idea behind the application of an elastic foundation analogy is, as described 

earlier, to approximate the supporting medium (core material of sandwich beam) by 

continuously distributed linear tension/compression and shear springs (two-parameter 

foundation model). The quality of the approximation, however, is strongly dependent on the 

quality of the basic assumptions of the elastic foundation model employed. 

The basic assumptions of the two-parameter elastic foundation model are given by 

Equation 1, which states that the elastic response of the supporting medium at a given position 

(specified by the longitudinal coordinate x; see Figure 1) is directly proportional to the 

displacements of the lower boundary of the loaded facing. 

This implies, that the foundation moduli Kz and Kx are assumed to be constants, which 

can be related to the elastic coefficients of the core material as well as the elastic coefficients 

and the geometrical characteristics of the loaded facing. 

Whether assumptions of the type described are generally justified for typical core materials 

(polymeric foam cores, honeycomb cores, balsa cores) used for structural sandwich 

structures is a matter of discussion, and the most important questions posed are: 

1. Is the assumption of "constant-value" foundation moduli Kz' Kx justified? 

2. Is the assumption of linear elastic material properties realistic? 

3. Can the elastic foundation analogy be used to model all types of core materials typically in 

use for structural sandwich constructions? 

4. What is the difference between the Winkler and two-parameter foundation models from a 

practical engineering point of view, i.e., when is it recommended to use one model 

instead of the other? 

Concerning the first of the questions posed, the answer demands some additional 

considerations. The assumption of constant value elastic foundation moduli Kx' Kz' is 

obviously not generally justified, but can, at the most, be legalized if some, as yet 

unspecified, further restrictions are imposed on the class of problems for which the proposed 

elastic foundation analogy can be used successfully. 

The considerations leading to these further restrictions, on the range of applicability of the 

elastic foundation analogy, will not be given in detail in the present paper, but the reader is 

instead referred to the analysis presented in Reference 1 (pp. 169-171) concerning the bounds 

of application on the Winkler hypothesis in the context of analysis of wrinkling (local 
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instability) O.f structural sandwich panels. FurthennO.re, the reader is referred to' Reference 9 

(pp. 21-24) in which the bO.unds on the twO.-parameter elastic fO.undatiO.n model 

are discussed. 

It is shO.wn in References 1 and 9, that the key to' the specificatiO.n of the necessary 

restrictiO.ns O.n the applicability O.f elastic fO.undatiO.n models (as the O.nes discussed) is the 

wave-length (denO.ted by}.) O.f the deflectiO.ns O.f the elastically supported lO.aded facing. The 

cO.nclusiO.n drawn frO.m the reflections presented in the qUO.ted references is that the elastic 

fO.undatiO.n models (Winkler as well as twO.-parameter fO.undatiO.n model) becO.me inadequate 

fO.r defO.rmatiO.ns O.f shO.rt wave-length. This is caused by the fact that the shearing 

defO.nnatiO.ns O.f the supporting medium becO.mes increasingly important as the wave-length O.f 

the deflectiO.ns decreases. Thus, it is recO.gnized that the simplificatiO.ns introduced by the 

applicatiO.n O.f an elastic fO.undatiO.n model, instead O.f a cO.ntinuum model fO.r the cO.re material, 

are nO.t justified fO.r defO.rmatiO.ns O.f shO.rt wave-length. 

A natural questiO.n in this context is, whether it is possible to give an explicit quantificatiO.n 

O.f the cO.ncept O.f "defO.rmatiO.ns O.f shO.rt wave-length". UnfO.rtunately the answer to' this 

questiO.n turns O.ut to' be negative if the tenn "quantificatiO.n" means definitiO.n O.f very precise 

bounds O.n the applicability O.f the fO.undatiO.n models. This is caused by the circumstance that 

the wave-length O.f the deflectiO.ns is related to' the characteristic material and geometrical 

parameters O.f the problem in a very complex manner. 

FO.r practical sandwich panels, hO.wever, the bO.unds imposed by the vaguely fonnulated 

cO.ncept O.f "defO.nnatiO.ns O.f shO.rt wave-length" are nO.t likely to' be active, since the typical 

face thicknesses (0.5 mm<t<1O.0 mm), and the typical stiffness ratio's (25<Er/Ec<1500), will 

usually ascertain sufficiently large deflectiO.nal wave-lengths to' ensure the justificatiO.n O.f the 

simple elastic fO.undatiO.n apprO.ach instead O.f a very cO.mplex two. O.r three dimensiO.nal 

cO.ntinuum fonnulatiO.n. 

The secO.nd questiO.n PO.sed was whether it is reasonable to assume linear elastic properties 

O.f the cO.nstituent materials O.f typical structural sandwich panels. The answer to' this questiO.n 

is nO.t a very direct and simple O.ne, as sO.me face materials as well as some cO.re materials can 

be said to behave reasO.nably linear elastically, and sO.me do. nO.t. 

HO.wever, the service cO.nditiO.ns, under which structural sandwich panels are emplO.yed, 

are usually SO.ught to' be well within the safe dO.main specified by the prO.portiO.nallimit O.f the 

cO.nstituent materials. Thus, it is expected that the suggested approach, based O.n linear elastic 

assumptiO.ns, is capable O.f giving a fairly gO.O.d estimate O.f the magnitude O.f the stress 

cO.ncentratiO.ns induced by local bending effects. 

The third questiO.n pO.sed was whether the elastic fO.undatiO.n approach can be used to' 

model all types O.f cO.re materials in use fO.r structural sandwich panels, and in O.rder to' give a 

proper answer to' this questiO.n it is necessary to' include sO.me additiO.nal cO.mments. 
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There are three major types of core materials used for structural sandwich panels: 

1. polymeric foam core materials, 2. honeycomb core materials, and 3. balsa cores. The first 

and third of the listed core material types can be considered as being homogeneous materials 

(at least from a macroscopic point of view which is usually preferred in the context of 

engineering applications), since the cellular structure of these materials is usually at least one 

order of magnitude smaller than the characteristic dimensions of the considered sandwich 

panel (face thickness, core thickness, width of sandwich panel, sandwich panel span width 

etc.). Thus, it seems reasonable to model the foam and balsa core materials respectively by 

using a continuum or an elastic foundation formulation as suggested. 

With respect to the honeycomb type cores, it is a bit more complicated to present an 

answer to the posed question. Honeycomb cores are discrete by nature, i.e., they do not 

support the facings of a sandwich panel continuously, but rather in a discrete manner along 

the edges of the honeycomb cells. This means, that continuum formulations or continuous 

spring support formulations (Winkler and two-parameter models) may be incapable of 

modelling the core material realistically. Whether this is the case, is determined from the cell 

size of the honeycomb cell structure: if the characteristic dimensions (width and edge length of 

cells) of the cells are small compared to the thickness of the facings, continuum or continuous 

spring support formulations will be capable of giving a fair estimate of the mechanical 

behavior from an engineering point of view. If, on the other hand, the cell size of the 

honeycomb structure is comparable to, or even larger than, the face thicknesses, it is not 

likely that good results can be obtained, as the facings will tend to act like plates within the 

boundaries of each cell in the honeycomb structure. 

The above mentioned considerations deals with the justification of elastic foundation 

models in general as opposed to elastic continuum models, with a discussion about the 

assumption of linear elastic material properties, and with a discussion about the capability of 

continuum or elastic foundation formulations to describe the mechanical behavior of various 

types of core materials. No distinction between the very simple Winkler foundation model 

and the more complicated two-parameter model has been presented. 

It is clear that none of the foundation models will give satisfactory answers for 

"deformations of short wave-length", as it can be shown [1,9], that it is not possible to select 

constant values of the foundation moduli Kz and Kx which are appropriate for displacements 

of any wave-length. The reason for this is, as described earlier in this section, the fact that the 

shearing deformations of the core material becomes very influential for deformations of short 

wave-length. 

This last statement, however, makes it possible to distinguish between the "quality" of the 

Winkler and two-parameter foundation models, because the latter actually does take into 

account the possible shearing interaction (although in very simple form) between the loaded 

facing and the core material of a sandwich beam subjected to strongly localized lateral loads. 



www.manaraa.com

843 

Thus, it is recognized that the two-parameter foundation model is superior to the Winkler 

foundation model, as it predicts the existence of the interfacial shear stress distribution 

function qx(x), although the formulation of the shearing interaction effects is not sophisticated 

enough to handle problems characterized by displacements of very short wave-length. 

The application of the two-parameter foundation model instead of the simpler, from a 

mathematical point of view, Winkler foundation model can be recommended for structural 

sandwich panels characterized by the following approximate relationship: 

3{E; 
A "" 5.03 tv E; < 5(}-60 [mm] ; (35) 

where A is the wave-length of the elastic deformations (elastic line). The guidelines defined 

by the inequality (35) should only be considered as a rough estimate of the recommended 

bounds of applicability of the two foundation models under consideration. Thus, it is possible 

to imagine structural sandwich panels characterized by extreme values of the thickness t or the 

stiffness ratio EflEc giving rise to short wave-length elastic responses, even though A lies 

well within the "safe domain" specified by Equation 35, i.e., in the domain where the Winkler 

hypothesis should be able to supply sufficiently accurate results. 

The values of A suggested by the inequality (35) as an appropriate applicational separation 

between the Winkler and two-parameter foundation models, however, will usually ensure that 

the peak value of the interface shear stress component (tzx)local is negligible compared to the 

interface peel stress component (crz)locaJ. 

5 Concluding Remarks 

A method of analyzing the local stress and displacement fields in the near vicinity of strongly 

localized external loads applied to sandwich beams (or plates in cylindrical bending) has been 

presented. The developed formulation is based on the assumption that the deflection of the 

loaded facing against the not loaded facing of a laterally loaded sandwich beam can be 

properly modeled by use of an elastic two-parameter foundation model. Furthermore, it is 

assumed that the facings as well as the core material behave linear elastic. 

The local stress and displacement fields derived by application of the two-parameter elastic 

foundation model are superimposed to the stress and displacement fields derived by use of the 

classical theory of sandwich beams (or a rough FEM model), and an overall solution is 

obtained including overall bending and shearing as well as local bending effects. 

The applicability of the derived solution procedure has been investigated by analyzing a 

test-example: a sandwich beam in 3-point bending. The results obtained by use of the 
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developed method have been compared with a finite element solution, and an excellent match 

of the computed solutions has been observed. 

Thus, it is has been shown that it is possible to estimate (with a high degree of accuracy) 

the severity of the stress concentrations in the loaded facing and in the interface between the 

loaded facing and the core of sandwich beams by application of a suitable elastic 

foundation formulation. 

A brief parametric study, based on the developed solution procedure, has shown that the 

local bending effects are very strongly influenced by the stiffness mtio EtfEc and the thickness 

t of the loaded facing. The peak values of the interfacial transverse normal and shear stresses 

attain very large values for small values of both EflEc and t, corresponding to elastic 

responses of short wave-lengths. Furthermore, it is observed that these peak values of the 

interface stresses decreases mpidly as EtfEc and t are increased. 

From the results obtained in the parametric study, it is recognized that the only way to 

reduce the locally induced stress concentrations is to increase either of ErlEc or t. From a 

practical point of view, however, it is not possible to change ErlEc locally. Thus, it is seen 

that t is the only parameter which (realistically) can be adjusted locally in order to accomplish 

a less severe distribution of interface stresses. 

On the basis of the elastic foundation analogy presented in the present paper, graphical 

"design-charts" have been prepared for different load cases (point load, uniformly distributed 

load, concentmted bending moment [11]). 

For a specific load case it is possible, from these gmphical "design-charts" (similar to 

Figures 9 and 10) to find peak values of the interface stress components, as well as the peak 

value of the bending stress in the loaded facing, for specified values of the stiffness mtio 

EflEc and the face-thickness t. These peak stresses, which are induced by local bending 

effects, can be superposed to the stresses obtained by an overall solution, i.e., a classical 

sandwich theory solution or a rough finite element solution obtained by use of sandwich beam 

or plate elements. 

Thus, graphical "design-charts" [11] can be used in a design process, as a very cost 

effective Concurrent Engineering tool, to give a fairly accurate estimate of the stress 

concentrations induced by local bending, and among the type of questions which can be 

answered are: 

1. Considering a sandwich with given face and core materials, given face- and core

thicknesses; what magnitude of external load could be applied? 

2. Considering a sandwich with given face material and face-thickness, given core material 

with given compressive strength; what face-thickness is required to prevent core-failure 

by crushing? 
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3. Considering a sandwich with given face and core materials, given face- and core

thicknesses, given total external load; over how large an area should the external load be 

distributed to prevent the maximum allowable stresses (core and facings) to be exceeded? 

The approximate solution procedure presented is only strictly valid for sandwich beams, 

but it is easily extendable to the case of sandwich plates in cylindrical bending. Plate analysis 

in general, however, cannot be accomplished directly with the solutions presented so far, but 

general sandwich plate solutions, based on an extended version of the two-parameter 

foundation model, will be presented in the near future. 
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under the "Programme of Research on Computer Aided Engineering Design", for the fmancial 

support received during the period of the present work. 
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Gc 
I 
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L 

M 

N 

u 

w 

x 

z 

b(2c+t)2/c (mm3); 

U=0, ... ,6) integrational constants; 

half width of sandwich beam (mm); 

half thickness of core material (mm) 

flexural rigidity of sandwich beam (Nmm2) 

elastic moduli of core and face materials respectively (GPa); 

shear modulus of core material (GPa); 

area-moment of inertia of facing (mm4); 

elastic foundation moduli (GPa); 

half length of sandwich beam (mm); 

bending moment (Nmm); 

normal force (N); 

external surface loads (N/mm); 

external point load measured per unit width (N/mm); 

interfacial stress distribution functions (N/mm); 

shear force (N); 

thickness of faces (mm); 

longitudinal displacement (mm); 

lateral displacement (mm); 

longitudinal coordinate (mm); 

lateral coordinate (mm). 
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Greek Symbols 

Superscripts 

total 

Subscripts 

avg 

b 

c 

f 

local 

o 
overall 

s 
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Abstract: The emergence of high-speed computers, new mechanical system dynamic 

simulation formulations, and a broad range of operator-in-the-loop simulators is shown to 

provide a revolutionary new virtual prototyping tool to support Concurrent Engineering of 

mechanical systems. The state-of-the-art of operator-in-the-loop simulation and projections 

regarding its refmement for use in a broad range of engineering applications is outlined, with 

emphasis on providing a virtual prototyping capability that accounts for the operator-machine 

interaction, prior to fabrication and test of prototypes. Examples of advanced ground vehicle 

simulators, telerobotic simulators, and construction equipment simulators are used to illustrate 

virtual prototyping applications that hold the potential to revolutionize the process of 

mechanical system design for the human operator. The potential now exists to routinely 

investigate trade-offs involving mechanical system design and operator effectiveness that will 

permit the engineering community to optimize the design of mechanical systems for the 

human operator, beginning early in the design and development process and continuing 

through commercialization and product improvement. Bringing the human factor into design 

consideration using virtual prototyping before design decisions are finalized is projected to be 

one of the greatest advances in Concurrent Engineering of Mechanical Systems to occur in 

the decade. 

Keywords: virtual prototyping / operator-in-the-loop simulation / real-time 

dynamic simulation 

1 Introduction 

Dynamic simulation of mechanical systems has seen a renaissance during the 1980s, due to a 

number of synergistic developments. The rapid increase in digital computer power has 

permitted an international community concerned with mechanical system dynamics to create 

new analytical and computational formulations that take advantage of emerging computer 
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power and automate the process of forming and solving the differential-algebraic equations of 

mechanical system dynamics, using only engineering model data that can be naturally and 

effectively provided by the engineer. With this computational burden transferred from the 

engineer and analyst to the computer, the creative process of model development, design 

concept formulation and analysis, and testing of designs prior to fabrication of a prototype has 

revolutionized the process of mechanical system design for dynamic performance [1-6]. As 

an illustration of the explosive growth in the field of mechanical system dynamic simulation, 

six textbooks and advanced research monographs on the topic have been published since 

1988 [7-12], whereas only two such books had been published prior to 1988 [13,14]. 

As impressive as has been the advancement in computer-based dynamic simulation of 

mechanical systems, computer times required for realistic simulation of dynamic performance 

of mechanical systems have been extremely high. Even on the most powerful computers 

available in the late 1980s, the computer time required has typically been a factor of 10 to 100 

greater than the clock-time that transpires during actual motion of the mechanical system. As 

a result, only off-line (non-real-time) dynamic simulation could be carried out in support of 

design applications, precluding applications in which the operator must interact with the 

mechanical system to control performance. Projections of increased computer performance 

and the emergence of revolutionary new dynamics formulations in the late 1980s suggested 

the potential for real-time simulation; i.e., computing the motion of a mechanical system in 

one unit of the computer time that corresponds to the same unit of time required for actual 

performance of the system. This led to a vision for operator-in-the-Ioop simulation for a 

broad range of applications in the late 1980s that is only now coming to fruition. The purpose 

of this paper is to summarize the development of enabling technologies for operator-in-the

loop simulation, providing references for more detailed development. The role of operator-in

the-loop simulation is defined, to permit concurrent consideration of the human operator in 

design of mechanical systems, beginning in the conceptual design phase and continuing 

through production and product improvement. This new capability might be thought of as 

prototyping and testing designs on the simulator with the operator-in-the-Ioop, suggesting the 

term "virtual prototyping. " 

A precise defmition of the term "virtual prototyping," especially as it applies to mechanical 

system design, is needed to avoid confusion with other concepts in design. As a foundation 

for such a definition, consider the following dictionary definitions: 

Prototype: A first full-scale functional form of a new type or design of a construction 

(such as an airplane). 

Virtual: Being such in essence or effect, although not in actual fact. 

Reality: The quality or fact of being real. 

While not yet in the dictionary, the term "virtual reality" has taken on the meaning of the 

"computer generated perception of reality on the part of an involved human." It is believed 
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that the tenn "virtual reality" motivated the emerging use of the tenn "virtual prototype," 

suggesting both computer and human involvement in virtual prototyping. 

A key concept that is implicit in each of the above definitions, but not explicitly stated, is 

that the functionality of the system or environment being addressed is clearly understood. 

The functionality of a prototype is central to the purpose for which it is fabricated and tested; 

e.g., assessment of dynamic perfonnance, maintainability, manufacturability, and 

supportability. The expression "being such" in the definition of the word "virtual" implies 

some well understood fonn of functionality. The essence of the concept of "reality" is that 

some fonn of functionality should be, or appear to be, real. Thus, the central issue in 

defining and using the tenn "virtual prototyping" is making explicit the intended functionality 

of the prototype that is to be realized virtually. 

With this background, the following definitions are proposed: 

Virtual Prototype: A computer based simulation of a prototype system or subsystem 

with a degree of functional realism that is comparable to that of a physical prototype. 

Virtual Prototyping: The process of using a virtual prototype, in lieu of a physical 

prototype, for test and evaluation of specific characteristics of a candidate design. 

These definitions are intended to include the following: 

1. The intended functionality of the prototype that is to be created virtually is 

clearly defined and realistically simulated; e.g., vehicle dynamic performance, 

vehicle maintainability functions, engine reliability, and vehicle 

component manufacturability. 

2. If human action is involved in the intended functionality of the prototype, then the 

human functions involved must be realistically simulated, or the human must be 

included in the simulation; i.e., real-time operator-in-the-loop simulation. 

3. If no human action is involved in the intended functionality of the prototype, then 

either off-line (non-real-time) computer simulation of the functions can be carried out; 

e.g., dynamic performance of an engine, stresses in its connecting rods, and 

fabriction of the connecting rods, or a combination of computer and hardware-in-the

loop simulation can be carried out; e.g., vehicle dynamic perfonnance prediction, 

laboratory durability testing for difficult to model failure modes, and manufacturing 

process analysis or critical components. 

These defmitions are intended to exclude the following: 

1. Partial simulation that does not include the full functionality intended for the prototype; 

e.g., geometric modeling with a CAD system that does not simulate dynamic 

perfonnance, finite element stress analysis of a component that does not include 

system or sUQsystem perfonnance simulation that defines loads on the component, 

and manufacturing process planning that does not consider component perfonnance or 

design constraints. 
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2. Show-and-tell exercises that lack a prototype level of functional reality; e.g., goggles 

and gloves simulation with no underlying physical or mathematical simulation at an 

engineering or manufacturing level of reality. 

To provide background on developments that have occurred during the past decade in 

dynamic simulation, a brief summary of its evolution for off-line (non-real-time) applications 

is provided. A vision is suggested for real-time operator-in-the-Ioop simulation that creates 

the opportunity for virtual proto typing in a broad range of mechanical system design and 

development applications, with emphasis on ground vehicles and construction equipment 

applications. Real-time recursive dynamics formulations that are well-suited to exploit the 

emerging capabilities of shared memory parallel processors are summarized, with references 

to further developments. Emerging technologies, including recursive dynamics, for advanced 

driving simulation and virtual prototyping applications are summarized, culminating in the 

current implementation of a number of advanced ground vehicle driving simulators that will 

support a broad range of human factors research, including highway safety and vehicle and 

highway system design. Finally, other operator-in-the-Ioop applications, primarily 

telerobotics and construction equipment are outlined, to provide an indication of the potential 

that exists for virtual prototyping in a broad range of Concurrent Engineering applications. 

2 Off-Line Dynamic Simulation 

To illustrate the capabilities that have evolved in off-line, or non-real-time dynamic 

simulation, consider the tractor-trailer roll stability analysis suggested by the scenario shown 

in Figure 1. A tractor-trailer vehicle drives along a road surface and encounters a depression 

that is at an angle with the roadway, causing roll motion of the vehicle as it transits the 

irregular road surface. The objective is to create a dynamic simulation of the tractor-trailer and 

its contact with the road surface via its tires, to predict roll motion of the vehicle as it moves 

through the depression. 

To model the tractor-trailer using a commercial dynamic simulation program such as 

DADS [15], the vehicle kinematics and internal force characteristics are modeled using a 

library of joints and force elements that are offered within the dynamic simulation computer 

program. Shown in Figure 2 is a sampling of standard kinematic connections between pairs 

of bodies [9] that can be used to make up the model of a mechanical system, such as the 

tractor-trailer vehicle in question. Also shown is an illustration of a force element [9] that can 

be used to account for forces acting internal to the mechanical system due to springs, 

dampers, hydraulic actuators, electrical motors, and a variety of related force 

generating devices. 
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Figure 1. Tractor-Trailer with Depression in Road 

To illustrate the use of kinematic and force building blocks illustrated in Figure 2, a 

tractor-trailer model suitable for roll stability analysis in the situation shown in Figure 1 is 

described in Figure 3. Rotational and translational joints are used to permit roll and heave 

(vertical relative to chassis) motion of each of the five axles and associated wheel sets that 

make up the model of a tractor-trailer. Suspension springs and shock absorbers are accounted 

for by force elements between the axles and the chassis of the tractor and the trailer, as 

shown. The load leveling effect of leaf springs in the tractor and trailer suspension 

subsystems is accounted for by modeling the leaf spring as bodies that are pivoted relative to 

the chasses of the tractor and trailer, as in the real application, with spring effects concentrated 

at the ends of the bodies. This permits the intended nearly equal distribution of loads across 

pairs of axles in the tractor and trailer. Vertical and lateral forces due to tire contact with the 

road surface are calculated using empirical models of the tires and are transfered to the 

appropriate axle. The tractor and trailer are coupled to represent the effect of the "fifth wheel" 

connection between the tractor and trailer. 



www.manaraa.com

y 

x 

r
j 

'. }-"
II 

'. 

Fi
gu

re
 2

. 
L

ib
ra

ry
 o

f K
in

em
at

ic
 C

on
ne

ct
io

ns
 a

nd
 F

or
ce

 E
le

m
en

ts
 

CX
l 

c:.n
 

C
J)

 



www.manaraa.com

857 

QTMCTOR 

Figure 3. Tractor-Trailer Kinematic Model 

Simulations may now be carried out at varying speeds as the vehicle encounters and 

traverses the irregular road surface shown in Figure 1. A multi-frame report of results 

presented in Figure 4 illustrates the results of simulation, showing that at a critical case the 

trailer may actually roll over during operation. 

It is interesting to note that simulations of this complexity in 1982, on a then-modem 

super minicomputer, required seven CPU hours to carry out the simulation sequence shown 

in Figure 4, which represented approximately one minute of actual operational time. 

Furthermore, the rendering of the approximately 1,200 individual images required for 

animation at 20 frames per second for the single minute required another seven CPU hours on 

the same computer. Thus, 14 CPU hours were required in 1982 to precompute quantities 

needed to create an animation of one minute of actual vehicle motion illustrated in Figure 4. 

While this is a great deal of computing time, the value of the result was significant and has led 

to adoption of this form of analysis in a broad cross section of vehicle and other mechanical 

system development and manufacturing communities [1,5]. 

3 Recursive Dynamics 

In order to motivate concepts that underlie recursive dynamics formulations, the Army's High 

Mobility Multipurpose Wheeled Vehicle (HMMWV) shown in Figure 5 is used as an 

illustration. This heavy duty multipurpose off-road vehicle represents challenges in ground 
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vehicle simulation that are typical of those found in automobiles and heavy trucks. It has been 

used extensively in comparison of alternative algorithms and benchmarking on alternate 

computer platfonns. It is used in this paper to provide a concrete example of the class of 

algorithms being considered and to serve as the basis for computational efficiency 

comparisons between algorithms and alternate computer implementations. 

Figure 5. High Mobility Multipurpose Wheeled Vehicle (HMMWV) 

The schematic representation of a fourteen body model of the HMMWV is shown in 

Figure 6. Rigid bodies that may move in space and relative to each other are shown 

schematically as circled numbers representing bodies 1 through 14. Body 1 is the chassis of 

the vehicle and body 2 is the steering rack. The right front suspension subsystem is 

comprised of the lower control arm (body 3), the wheel assembly (body 4), and the upper 

control arm (body 5). Each of the other three suspension subsystems is similarly constructed. 

Translational and rotational joints allow only one relative degree of freedom, translation 

and rotation, respectively, between bodies they connect. Spherical joints pennit three relative 

rotation degrees of freedom between bodies they connect. Finally, tie rod distance constraints 

serve to constrain the distance between points on bodies they connect. 

A graph theoretic representation of the HMMWV model is shown in Figure 7. Numbered 

nodes (circles) of the graph represent bodies identified in Figure 6. Edges of the graph that 

connect bodies represent joints and tie rod distance constraints between the bodies connected. 

It may be observed that there are eight independent closed kinematic loops in this vehicle 

mechanism; i.e., paths that may be traversed beginning from body I and crossing successive 
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T Translational Joint 
R Revolute Joint 
S Spherical Joint 
D Distant Constraint 

Figure 6. Kinematic Model of HMMWV 

joints and bodies to return to body 1. An established method for treating such closed 

kinematic loops is to define cut-joints, denoted with arrows crossing joints in Figure 7, to 

define the spanning tree graph shown in Figure 8 [13]. This spanning tree provides a 

definition of kinematic and dynamic computational sequences that are used to create the 

equations of motion of the system. As will be noted in the development that follows, the cut

joints identified in Figure 7 must be treated as constraints in the formulation of the equations 

of motion, using the Lagrange multiplier method of dynamics [9]. 

Figure 7. Graphical Representation of the HMMWV 
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Figure 8. Spanning Tree Corresponding to Figure 4 

The basic concept of relative coordinate kinematics between bodies that are connected by a 

joint is illustrated in Figure 9. The pair of bodies shown, designated by indices i and j, each 

have associated x'-y'-z' body reference frames, with origins at 0i and OJ' In addition, joint 

x"-y"-z" reference frames are located on the bodies at joint definition points 0ij and 0ji' 

The vectors Sij and Sji locate the origins of the joint reference frames in the respective bodies. 

The orientations of the joint reference frames relative to the body reference frames are defined 

by constant orthogonal rotation transformation matrices [9] C ij and Cji on bodies i 

andj, respectively. 

Denoting the vector (column matrix) of joint relative coordinates between bodies i and j as 

qij' which depend on the type of joint selected, the following vector relationship can be 

written to define the vector rj that locates body j in space, as a function of ri and the relative 

coordinates qij 

(1) 

where the vector d ij depends on joint relative coordinates. Similarly, the orthogonal 

orientation transformation matrix Aj for the body j reference frame can be written in terms of 
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x 

Figure 9. Relative Coordinate Kinematics 

the orthogonal orientation transformation matrix Ai for body i and the joint relative 

coordinates as [9] 

(2) 

where Aij is the orthogonal orientation transformation matrix from the body j joint reference 

frame to the body i joint reference frame, which depends on the joint relative coordinates qij' 

As a concrete illustration of relative coordinate kinematic relationships, consider the 

chassis and upper control arm of the HMMWV model shown in Figure 6. As shown in 

Figure 10, for the rotational joint between bodies 5 and 1, dij = 0 and Eq. 1 specializes to 

(3) 

Noting that, in the case of this rotational joint, the relative coordinate q15 is a rotation about 

the unit vector u 15 along the axis of relative rotation, Eq. 3 may be differentiated to obtain a 

relative velocity relationship. From geometric considerations, an angular velocity relationship 

between bodies 5 and 1 can similarly be written [16]. The combined result is the matrix 

relationship 

(4) 
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where the .operator - denotes vector product [9]. Defining coefficient matrices in this 

relationship as BIS and DIS' Eq. 4 may be written in the form 

(5) 

T 
where V",,[r=T, Cl)T] is the composite vector of Cartesian velocity and angular velocity, 

relative to the inertial reference frame. 

Figure 10. Relative Coordinate Relationships 

T 
Denoting liZ"" [lir T, 1i1t T] as a composite vector of virtual displacement and virtual 

rotation, an analogous relationship to Eq. 5 [16] is obtained as 

(6) 

where &tIS is a variation in the joint relative coordinate qIS. 

Differentiating Eq. 5 with respect to time yields the acceleration relationship 

(7) 

where E IS is a term that is quadratic in velocities. For details of the derivation of these 

equations and construction of the associated matrices, see Refs. 16 to 18. 

One of the key computational steps in dynamic simulation is the calculation of the position 

and velocity of each body in the system, relative to the inertial reference frame, once all 

relative coordinates and their time derivatives are known. This computation proceeds 



www.manaraa.com

864 

systematically, using Eqs. 1, 2, and 4, along each branch of the spanning tree shown in 

Figure 8. As shown schematically in Figure 11, for each branch in the spanning tree, 

computations begin with the chassis and proceed outward toward the extreme bodies in each 

branch, called tree end bodies. In each branch, computations cross a joint from body 1 to the 

next body and, if there is a subsequent body in the chain, carrying out the computation across 

that joint. The graph shown in Figure 11 serves as a guide for efficient use of a parallel 

computer, illustrating that computations may proceed in parallel along each of the nine 

branches in the spanning tree. This serves as a guide to coarse-grain parallelism that can 

effectively exploit modem shared-memory multiprocessors. While not discussed in this 

paper, independent joint relative coordinates are defined, and dependent relative coordinates 

computed using algebraic constraints associated with the cut joints defined in Figure 7. For 

details of this iterative computation, see Refs. 16 and 18. 

Figure 11. Forward Path Sequence 

Denoting the cut joint algebraic constraints as 

(8) 
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the variational form of the equations of motion of the entire system, and of the right front 

suspension subsystem of the HMMWV, can be written as 

(9) 

which must hold for all kinematically admissible virtual displacements and rotations IlZ j• 

Using equations analogous to Eqs. 6 and 7 that relate the virtual displacement and acceleration 

of body 4 to those of body 5 into Eq. 9 yields 

OZ~(M3Y3 - Q 3 + ~~ A) + oZT(M1Y1 - Q1) 
3 

+ oZ~{(Ms + Ksffs + RSQS4 - (Qs + Ls) + PJA} 

+ oQJ4(GSYs + HSQS4 + Vs + W~A) = 0 (10) 

where coefficient matrices are products of those appearing in Eqs. 6, 7, and 9. Note that 

Eq. 10 holds for all kinematically admissible virtual displacements of bodies 3 and 5 and 

arbitrary values of &tS4' Thus, the coefficient of IlQS4 must be 0, yielding 

QS4 = - HS1(GsYS + Vs + W~A.) (11) 

This observation [16,17] permits reduction of the equations of motion and solution for 

relative coordinate accelerations between bodies 5 and 4, as functions of inboard body 

accelerations and Lagrange multipliers. 

The above process is continued by substituting from Eqs. 6 and 7 to eliminate IlZ5 and 

y 5, yielding expressions that involve only chassis accelerations and Lagrange multipliers. 

Carrying out similar reductions along other branches of the spanning tree, beginning with the 

outermost bodies and moving in toward the chassis, yields the matt:ix equation 

(12) 

which involves only the chassis acceleration and Lagrange multipliers associated with cut

joint constraints. The second line of Eq. 12 is obtained by differentiating the constraint 

equations of Eq. 8 twice. For details of this reduction, see Refs. 16 and 17. 

A key characteristic of this recursive formulation of the equations of motion, based on the 

spanning tree graph and elimination of joint relative accelerations, is that it eliminates all 

relative coordinate accelerations from the reduced equations of motion of Eq. 12. This 

algorithm is thus called the recursive algorithm "with elimination". The number of 

computations required for its implementation is proportional to the number of relative 
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coordinates in the longest chain in the mechanism. For a single-chain mechanism with n 

joints, the number of calculations is proportional to n. The algorithm is thus called "order-n". 

Rather than eliminating the relative coordinate acceleration using Eq. 11, which involves 

the inversion of a matrix, the last term in Eq. 10 may be retained in the equations of motion 

and the recursive process of eliminating IlZs may be applied to obtain 

T' T oZ3(M3 y 3 - Q3 + cl)z A.) 
3 

+ oZT{(M1 + K1 )'f1 + R1q1S + BJsRsqS4 - [Q1 + L1] + BJsP~A.} 

+ oQrS(G1 Y1 + H1Q1S + V1 + OispbA.) 

+ oqJ4{GsB1SY1 + GS0 1SQ1S + HSQS4 + (GSE1S + Vs) + WbA.} = 0 (13) 

After this process is complete, equations analogous to Eq. 7 are used to write all Cartesian 

accelerations in terms of relative coordinate accelerations. Coefficients of relative coordinate 

variations must then be 0 [18], yielding 

[ IV! cpT ][ .. ] [Q 1 
Cl»q oq ~ = rhs 

(14) 

where the last row is the second time derivative of Eq. 8, written in terms of joint relative 

coordinates. This formulation is fundamentally different from the recursive algorithm with 

elimination that resulted in Eq. 12. First, it typically involves more variables, hence larger 

matrices, so that the number of calculations in solving Eq. 14 is proportional to the cube of 

the number of relative generalized coordinates. This algorithm has come to be called the 

recursive algorithm "without elimination" and is designated as "order-n3". For details of this 

algorithm, see Refs. 18 and 19. 

For more complex mechanical systems that consist of multiple, closed kinematic chains, 

computational complexity issues are somewhat more involved than indicated by the order-n 

versus order-n3 designation for single chain systems. For both the formalations "without 

elimination" and "with elimination," all independent kinematic chains can be traversed 

simultaneously, once loop cuts have been applied. Thus in both cases, provided that 

sufficient parallel processing is used, the complexity of forming the linear equations of motion 

(Eq. 12 and Eq. 14, respectively) can be kept proportional to the length of the longest such 

chain, regardless of the number of chains in the overall model. In the formulation "with 

elimination," solving Eq. 12 will have complexity proportional to the cube of the overall 

number of Lagrange multipliers (cut constraints) in the model. In the latter case, the 

complexity of solving Eq. 14 will be proportional to the cube of the overall number of 

generalized coordinates in the system. 
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The question of which fonnulation will be more efficient for a given mechanical system 

model is dependent on the characteristics of the model; e.g., the total number of generalized 

coordinates, number of chains, maximum length of chains, and number of cut constraints. A 

third variation of the recursive dynamics fonnulations allows elimination of Lagrange 

multipliers from each kinematically decoupled loop. This may provide computational 

advantages for systems that contain a significant number of decoupled loops. Full discussion 

of this method is beyond the scope of this paper, but details can be found in Refs. 18 and 19. 

Much as the forward path sequence of Figure 11 identified parallelism in kinematic com

putations, the backward path sequence in Figure 12 illustrates that for either the order-n or 

order-n3 algorithms, fonnation of the equations of motion proceeds along each branch of the 

spanning tree, beginning with the outennost body and moving back to the chassis, as 

illustrated in Figure 12. Since each of these computations is independent, this diagram 

provides a guide to coarse-grain parallelism for parallel computer implementation. 

Figure 12. Backward Path Sequence 

4 Parallel Processing Real-Time Dynamic Simulation 

Parallel processing algorithms that exploit the coarse-grain parallelism outlined in the 

preceding section, for both kinematic and kinetic computations, have been developed in 
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Refs. 20 and 21. A number of refinements in parallel computational implementation have 

been developed and demonstrated in Ref. 22, to identify fine-grain parallel computation 

opportunities that exploit emerging shared-memory multiprocessor computer architectures. 

Benchmark parallel computer implementations of the recursive algorithms, both with 

elimination and without elimination, have been made on an eight-processor Alliant FX/8 

parallel computer. In order to achieve real-time simulation of the HMMWV vehicle illustrated 

in the preceeding section, a total computation time per integration time step of 6.7 msec is 

required for explicit integration with constant time step. This figure is based on an objective 

of capturing 15 Hz behavior of the vehicle suspension and a rule-of-thumb estimate of ten 

integration time steps per Hz. 

The parallel task graph for the recursive algorithm without elimination shown in 

Figure 13, which is explained in detail in Refs. 21 and 22, yielded a 6.4 msec per integration 

time step performance. This represents real-time simulation of a realistic ground vehicle and 

achieves 75 percent utilization of the eight-processor Alliant FXl8 parallel computer. This 

enhanced level of performance is obtained by combining coarse- and fine-grain parallel 

processing opportunities identified by the spanning tree graph and computational sequences 

within the algorithm. 

As parallel computers with larger numbers of processors become available, additional 

vehicle simulation computations beyond those associated with the basic suspension and 

chassis subsystem can be accommodated. As illustrated by the vehicle subsystem modules on 

the periphery of the diagram of Figure 14, numerous subsystem models can be 

accommodated on additional processors, computing force effects that are incorporated in the 

right side of the equations of motion, which are generated by the algorithms outlined in the 

preceeding section. Thus, scaling of the vehicle dynamic computational load is relatively 

straightforward on shared-memory multiprocessors with more than eight compute elements. 

As a fmal observation regarding computer architectures for real-time dynamic simulation, 

computational experience with the Alliant FX/8 and its vectorized processors is of some 

interest. This computer permits code to be compiled with vectorization suppressed. In this 

mode, the compute elements behave as scalar processors. Due to the small dimension of 

vectors that are used in the dynamics formulation and the extensive number of computations 

with 3x3 matrices, the dynamic simulation code runs essentially as fast on the Alliant FX/8 

with the vectorization option turned off. This suggests that the overhead associated with 

starting up pipeline operations with the small vectors and matrices that are encountered in 

dynamics exceeds the benefits gained. The conclusion that can be drawn from this 

computational experience is that parallel computers and workstations with high-speed scalar 

RISe processors, functioning with a shared-memory, are ideally suited for high-speed 

dynamic computation. In contrast, there appears to be little gain to be achieved with these 

algorithms in the use of pipelined supercomputers. The emergence of modest-cost parallel 
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Figure 13. Parallel Task Graph without Elimination 
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Figure 14. Structure of Real-Time Vehicle Simulation 
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superworkstations and parallel computers thus suggests that there is a broad class of 

applications that can be effectively addressed with modest-cost parallel computers. 

In the past several years, a number of computer vendors have begun to offer multiple 

processor systems, utilizing RISe technology, in relatively low-cost workstation platforms. 

Larger systems, with up to 28 processors, are available in minisupercomputer configurations. 

These RISC processors are characterized by short, highly regular instruction pipelines and a 

sustained CPU throughput of one or more scalar instructions per cycle. As such, they are 

ideally suited for scalar computations associated with the recursive dynamics formulations. In 

four- to eight-processor configurations, these systems offer sufficient computational capacity 

to support some real-time dynamic simulation applications, at costs that are an order of 

magnitude less than typical minisupercomputer class systems and two orders of magnitude 

less than full-fledged supercomputers. 

An implementation of the HMMWV simulation, using the recursive formulation without 

elimination, has been carried out on a four processor Hewlett Packard/Apollo DNlOOOO RISC 

workstation. A performance level of 3.3 milliseconds per time step was achieved, using all 

four of the DNlOOOO processors. The same simulation required 8.5 milliseconds per time 

step on a single DNlOOOO processor. The parallel processing speedup factor for the parallel 

version was therefore 2.57, representing a parallel processing efficiency of over 64 percent. 

The performance of RISC processors can be expected to improve dramatically in the 

future. Currently, an approximate doubling of performance is being observed every two 

years. The number of processors available in multiprocessor workstations is also increasing, 

with eight- to sixteen-processor configurations now available. 

A limitation of current generation multiprocessor workstations is the lack of adequate 

programming tools and run-time support for development and execution of parallel 

applications. In the absence of such support, constructing parallel dynamics implementations 

currently requires considerable effort and specific familiarity with low-level architectUral detail 

of the system. Similar problems exist with respect to the lack of direct operating system 

support for deterministic, real-time processing. However, as these systems continue to 

proliferate, programming support and operating system functionality can be expected 

to improve. 

5 Computer Graphics 

While the scope of this paper precludes a detailed discussion of the technology of computer 

graphics, it is of interest to note the significant advancements that have occurred in computer 

image generation of complex realistic scenes, motivated primarily by aircraft flight simulators. 

More pertinent to the ground vehicle applications discussed thus far in this paper, the scene 
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shown in Figure 15 indicates the level of textural detail that can be accommodated in scenes 

through which a driver can function [23]. The revolutionary developments that have occurred 

in high-performance computer image generation provide extraordinarily realistic visual 

feedback to the driver of the vehicle, with realistic motion predicted using the dynamics 

methods outlined in the previous two sections. 

Figure 15. Ground Vehicle Visual Imagery 

The type of high-quality, textured graphics capability currently provided only by 

specialized, multi-million dollar image generation systems is rapidly evolving into lower-cost 

graphics workstation platforms. High-end graphics workstations, such as the Silicon 

Graphics IRIS 4D, offer features such as texture mapping and can provide a significant frame 

rate capability. Such systems are not currently capable of supporting the demands of real-time 

image generation for highly realistic operator-in-the-Ioop simulation. However, as current 

rates of performance increase, the highest-end workstation systems can soon be expected to 

achieve this level of capability. By the mid-1990s, it can be expected that multiprocessor 

graphics workstation platforms will be available that will be sufficiently powerful to support 

both real-time dynamic simulation and reasonably high-quality real-time image generation. 

This should result in a dramatic reduction in the cost of achieving low and mid-range vehicle 

simulation capabilities. 
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6 Motion Generation 

To complete the realism of the operator's experience in driving a vehicle, it is important that 

the platform on which the driver sits while driving the vehicle moves so that the motion cues 

experienced during driving are replicated. In the area of aircraft flight simulation, one of the 

most advanced simulators operated by NASA at Moffett Field, California is shown 

schematically in Figure 16. This major flight simulator has a motion base that moves sixty 

feet vertically, forty feet laterally, and eight feet longitudinally, with substantial acceleration 

capability. The pilot thus feels motion cues associated with flying the aircraft that is being 

simulated, in addition to seeing a visual display of the motion that would be experienced in 

flying the actual aircraft. While this motion envelope is well suited to advanced aircraft 

simulation, the basic motion envelope is not suitable for ground vehicle applications in which 

the vehicle experiences sustained longitudinal and lateral accelerations. Under conditions of 

high acceleration, only modest vertical displacement is required for the ground vehicle. 

Nevertheless, this motion generation technology has been developed for aircraft applications. 

Figure 16. NASA Vertical Motion Simulator 
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At the other extreme of motion generation, a massive hexapod motion base discussed in 

Ref. 1 has recently been installed at the US Army Tank-Automotive Command in Warren, 

Michigan. This high-capacity motion base can move a 25 ton turret, with up to 5 g 

acceleration, in precision motion. This and the aircraft simulator motion base shown in 

Figure 16 clearly illustrate that the technology for motion generation in vehicle simulation is 

in hand. 

7 Ground Vehicle Virtual Prototyping 

The most advanced ground vehicle driving simulator in existence to date is operated by 

Daimler-Benz in Berlin [24]. This system, shown schematically in Figure 17, consists of a 

thirty-foot-diameter dome on a platform that supports the vehicle cab in which the driver 

functions. Graphic imagery is displayed on the interior of the dome, wrapped 180 degrees 

around the driver's vehicle. The dome and platform are moved by a six-degree-of-freedom 

hexapod system that provides approximately two Hz motion response, with substantial roll 

and pitch. This simulator utilizes 1985 vintage graphics that are not textured, but provide a 

sharp scene at high frame rate to the driver of the vehicle. Experience with this simulator has 

attracted a great deal of attention to the potential that exists for this new class of advanced 

ground vehicle driving simulators. 

Figure 17. Daimler-Benz Driving Simulator 
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A new virtual prototyping simulator that is under construction at The University of Iowa, 

using advanced textured graphics and the recursive dynamics algorithms outlined in Sections 

2 and 3, is shown schematically in Figure 18. This simulator employs a small hexapod 

motion base with frequency response up to approximately ten Hz and represents the most 

advanced vehicle virtual prototyping simulator in the US. 

o 

Figure 18. Iowa Virtual Prototyping Simulator 

The most advanced driving simulator being considered for construction at the present time 

is the National Advanced Driving Simulator [25], shown schematically in Figure 19. This 

advanced driving simulator is based on the recursive parallel processing dynamics methods 

outlined in this paper and the most advanced textured graphics capability that will be available 

in the mid-1990s. The motion envelope of this simulator will be far superior to that of any 

ground vehicle driving simulator ever conceived. It will involve lateral motion of 

approximately thirty-five feet and longitudinal motion of ninety feet, with one g of 

acceleration horizontally 'and 2.5 g vertically. It will support a continuous yaw ring on the 

motion platform that will permit extremely realistic motion, consistent with the scene through 

which the driver is progressing, to be generated. Details on the conceptual design of this 

device may be found in Ref. 25. 
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Figure 19. National Advanced Driving Simulator 

8 Telerobotic and Construction Equipment Virtual Prototyping 

The concept of a virtual prototyping simulator for a remotely operated robot shown in 

Figure 20 illustrates the concept of creating capability to simulate both the performance and 

visual environment of a manipulator or robot that is controlled by a human operator using 

video feedback. . This concept has been studied extensively with NASA for remote 

teleoperation of robots in space. Implementation of this concept on an advanced graphics 

work station, using a six degree-of-freedom force-feedback manipulator controller shown in 

Figure 21 (Kraft mini-master with robot on screen) used by the operator to input desired 

motion and receive force feedback indicating level of effort by actuator on the robot. The 

level of simulation detail incorporated in this application includes dynamic performance of 

high-gear ratio special purpose drives in the actual robot in [26]. 

Motivated by the robot application, developments have taken place in construction 

equipment operator-in-the-loop simulation; e.g., a construction backhoe. Actual construction 

backhoe operator consoles have been implemented with a large screen visual display shown in 

Figure 22 for simulation of backhoe operation. The real-time computer simulation in this 

application includes the kinematics and dynamics of the backhoe construction equipment as 
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Figure 20. Schematic of Robot Virtual Prototyping Simulator 

Figure 21. Kraft Mini-Master for Robot Control 
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well as dynamics of the hydraulics system that drives the backhoe. This simulation, which 

functions on a two processor workstation that also drives the graphics projector can now be 

used to investigate alternative operator interfaces and control algorithms [26]. The breadth of 

such applications for both training and design for optimum performance of equipment in the 

hands of the operator is now feasible and finding its way into engineering and 

training applications. 

Figure 22. Backhoe Simulator 

9 Conclusions 

The technology for operator-in-the-loop virtual prototyping, as regards graphics and motion 

subsystems, has been developed over the past two decades for aircraft flight simulation. 

Dynamic simulation of aircraft motion for pilot-in-the-Ioop aircraft flight simulation is, 

however, much less complex and demanding than simulation of the extremely nonlinear 

dynamic effects of vehicle suspensions and tire-road surface interaction, and construction 

equipment hydraulics. Major new applications in ground vehicle driving and 

robot/construction equipment virtual prototyping are only now feasible, as a result of the 

advancements in recursive dynamics algorithms and parallel computer implementations 

outlined in this paper. These developments, combined with available computer graphics and 
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motion base technologies, create a unique opportunity for tailoring the design of vehicles, 

robots, and construction equipment to the capabilities of the operator, investigating the 

influence of human conditions and capabilities on the operator's ability to carry out complex 

task of equipment operation, and for numerous other important applications that influence the 

lives of virtually every citizen of the world on a daily basis. These advances have been made 

possible by mathematical and computational developments in the theory of dynamics and its 

parallel implementation on emerging high-speed RISC-based parallel computers. It is 

interesting that this mathematical development has been felt very quickly in the field of ground 

vehicle virtual proto typing. 

Acknowledgment: Research supported by NSF-Army-NASA Industry/University 

Cooperative Research Center for Simulation and Design Optimization of Mechanical Systems. 
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An Open Software Architecture for Operator-in-the
Loop Simulator Design and Integration 
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Abstract: This paper describes the design and implementation of an open software 

architecture for operator-in-the-loop simulators to support virtual prototyping applications. 

This framework provides properties that are critical to the cost-effective design of complex 

simulators, including uniform software specification techniques, modular design 

methodologies, enhanced reliability and maintainability, ease of reconfigurability, and 

reusability of simulator subsystems. The open architecture has already served as a basis for 

development of the Iowa Driving Simulator (IDS) and will, with further enhancement, be 

used to support development of tracked vehicle virtual prototyping simulation under support 

from the Defense Advanced Projects Research Agency (DARPA). The architecture is suitable 

for general application to the design and integration of a wide variety of simulation systems. 

Keywords: operator-in-the-Ioop simulation / software engineering / real-time / software 

integration / virtual prototyping 

1 Introduction 

The overall complexity of an operator-in-the-loop simulator grows rapidly as a function of 

increasing system fidelity and realism. This growth in complexity is only partially due to the 

greater sophistication of the individual cueing systems (visual, motion, etc.). The major 

source of complexity lies in the integration of interacting subsystems that comprise the 

simulator. Most of this integration process is performed by software components. Thus, the 

design of a high fidelity simulator is, in large measure, a software engineering challenge. 

Since virtual prototyping simulators must embody a high degree of functional validity, they 

are subject to this high level of software complexity. At the same time, however, a virtual 

prototyping simulator must be rapidly deployable, easily reconfigurable and adaptable to 

changes in the prototype definition, and reasonably cost effective to design and implement 
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The software architecture of a simulator can be viewed as a set of communicating 

subsystems, as pictured in Figure 1. Typically, each subsystem must operate at some fixed 

iteration rate, which may be different for each subsystem. Potentially large amounts of data 

must be communicated among subsystems at a fixed rate that is compatible with the 

requirements of various subsystems. Subsystem execution must be scheduled in a 

constrained temporal ordering that is consistent with system data-flow requirements. This 

scheduling must explicitly account for subsystem execution times, inter-subsystem data 

communication latencies, and other system overheads. As fidelity increases, the accuracy of 

underlying computational simulation models and subsystem control algorithms must become 

proportionally greater, and they typically must operate at higher iteration rates. This results in 

greater computational demands and implies the need for parallel computers and/or the 

distribution of computational demands among multiple computing platforms. In addition, the 

frequency and extent of inter-subsystem data communication may increase dramatically. 

Figure 1. Software Architecture with Direct Interconnectivity 

The resulting design challenges involve a complex set of closely tied functional, real-time, 

and communication requirements that must be mapped onto a distributed and parallel 

computing architecture. For example, the Iowa Driving Simulator (IDS) [1], which is a high 

fidelity ground vehicle driving simulator, consists of approximately a dozen software 

subsystems, distributed across four parallel processor computer systems comprising a total of 

32 processors. Subsystem scheduling frequencies run as high as 1000 Hz, and there are 

several dozen distinct inter-subsystem data-flows that involve up to several kilobytes of data 
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each, several of which cross computer system boundaries. Viewed as a whole, the overall 

complexity of such a system can be overwhelming. 

A sound simulator design process must be prepared to deal with this high level of 

complexity in all phases of specification, design, implementation, and testing. This implies 

the need to employ sound software engineering practices throughout the process. For large 

simulator projects, such as the IDS, which have many concurrent and distributed 

components, numerous data-flows, and stringent real-time performance constraints, 

conventional software engineering methodologies may not be appropriate [2]. To support 

these large simulator projects, pragmatic software engineering methodologies must be 

employed that are specific to the needs and requirements of operator-in-the-Ioop 

simulator design. 

In addition to rigorous software engineering paradigms, a simulator design methodology 

should enforce several additional properties. One of these is insuring that the resulting 

system provides for easy reconfiguration, upgrade, and extension; Le., the ability to modify 

or replace individual subsystems, add new subsystems, or change the underlying computing 

environment, without modification of the overall simulator software architecture. To enhance 

modularity and reliability, subsystems should have standard interfaces and should be capable 

of being tested and validated independently. It is highly desirable to provide the potential for 

directly reusing subsystems developed for one simulator in the design of another. 

To achieve these objectives, an open architectural framework for simulator design and 

implementation has been developed. This framework provides a set of high level abstractions 

that are general enough to allow specification of a broad range of simulator configurations and 

performance requirements. The framework also provides a set of associated design paradigms 

that support the independent specification, design, and implementation of simulator 

subsystems, with standard interfaces. Finally, the framework provides a standard simulator 

integration architecture. This structure allows modular subsystems to be "plugged into" an 

environment, or "simulator operating system," that provides the necessary integration services 

in accordance with system performance requirements. Such a framework is shown 

conceptually in Figures 2 and 3. Among the advantages of this open architectural approach are 

the ability to share and reuse simulator subsystems in different simulator designs, the potential 

for development of "off-the-shelf' subsystems, and a significant reduction in simulator design 

complexity and associated development and life-cycle costs. 

The open software architecture framework consists of (1) a set of high level abstractions 

that are general enough to allow specification of a broad range of simulator configurations and 

performance requirements; (2) a set of associated, object-based, design paradigms; and 

(3) a suite of standard system support software that provides the integrating architecture and 

run-time interface for the simulator software subsystems. The architectural framework 

provides the following properties: 
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Simulator 
Operating 

System 

Figure 2. Modular Software Architecture with a Simulator Operating System 

Scheduling Communication 

Figure 3. Simulator Operating System 

(1) Modularity. The system functionality can be partitioned into completely modular 

subsystems that can be independently specified, designed, implemented, tested, 

maintained, and updated or replaced. These subsystem modules can also be shared by 

various simulator configurations. 

(2) Standard interfaces-and structure. All subsystems are specifically designed and 

implemented with well-defined, standard interfaces through which all interactions of a 

subsystem with its external environment take place. These standard interfaces support 

the modularity requirement, and allow for the configuration of "off the shelf' subsystems 

into a simulator. Similarly, all subsystems are designed and implemented with a simple, 
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common, internal structure that completely insulates them from any knowledge of the 

overall simulator configuration or underlying hardware and communication architecture. 

(3) Separation of functionality and performance issues. Communication and scheduling 

requirements are explicitly visible at all stages in the design process, to insure that real

time performance issues are not obscured and efficient mapping onto the target hardware 

system is not precluded. 

(4) Standard run-time environment. The architecture provides a set of system services that 

are responsible for all real-time subsystem scheduling and inter-subsystem data 

communication. This run time e~vironment insulates subsystems from one another in the 

sense that subsystems can interact only with the environment rather than directly with 

each other. The run-time environment integrates the three architectural properties 

described above. In particular, it provides the standard "software backplane" into which 

subsystems can be "plugged." The run-time environment (or simulation operating 

system) provides real-time scheduling of subsystems based upon information provided in 

a separate configuration database. In addition, the run-time environment transparently 

provides all underlying data movement and interprocess communication necessary to 

accomplish system data-flow requirements. The run-time system is implementable on a 

variety of hardware platforms and underlying vendor-supplied operating systems and 

allows subsystem designs to be independent of these factors. In this way, subsystems 

can be highly portable. The run-time environment also supports distributed computing 

architectures, and allows simple reconfiguration of a simulator without modification 

of subsystems. 

The first two of the above properties are compatible with any object oriented design 

paradigm. However, the last two concern pragmatic real-time performance and 

communication issues that are not easily addressed within standard software design 

frameworks [3]. While specification and design methodologies have been proposed for real

time systems, based upon modeling constructs such as timed petri nets, temporal logic, and 

extended state machines [4-6], none of these are sufficiently developed at this time to deal 

with a system as complex as a high-fidelity virtual prototyping simulator. Furthermore, none 

provide a suitable basis for the standard run-time architecture identified in property (4) above. 

The open simulator architecture is based upon the abstraction of all inter-subsystem 

communication into operations on logical, typed data structures, called cells. All external 

subsystem specifications are defined in terms of high level functional operations on cell data 

structures. To insure efficiency of implementation, particularly in a distributed environment 

that does not allow efficient access to typed data across system boundaries, cells are defined 

as a hybrid of shared data and message passing communication paradigms. Specifically, 

subsystems view cells as shared, typed data structures. However, subsystems acquire cells, 

for subsequent access, through the abstraction of an untyped read, similar to distributed 
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message passing [7]. This approach, which balances abstraction purity and performance 

considerations, is in contrast to pure distributed shared memory approaches [8] that cannot be 

implemented efficiently enough to meet the real-time performance requirements of 

the simulator. 

To complement the cell abstraction, a "simulator operating system" has been developed 

for the IDS. This distributed environment manages the cell abstraction transparently for all 

subsystems and provides completely deterministic subsystem scheduling. The simulator 

operating system provides a common "software back-plane," into which software subsystems 

can be inserted. The resulting structure is highly modular and easily reconfigurable. For 

instance, subsystems can be independently updated or changed, without affecting the 

remainder of the simulator. Subsystem scheduling and communication requirements, 

including those that cross computer system boundaries, are maintained separately from the 

subsystems themselves, in the form of a simple simulator configuration file. A subsystem 

can be moved from one computer to another, simply by updating several lines in the 

configuration file. 

2 Architecture Overview 

It should be noted that the notion of a "simulator operating system" embodied in Figure 3 

differs substantially from the traditional notion of a "real time executive" that is often 

employed in the design of real-time systems. Typically, a real time executive provides a set of 

generic low-level services that can be utilized by application processes. These services may 

include a basic process-level scheduler (e.g., a frequency based scheduler), and a set of 

interprocess communication and synchronization primitives. These primitives provide a 

means for user processes to directly interact and communicate. As such, a simulator software 

architecture built directly on top of a real-time executive will look structurally like the 

architecture illustrated earlier in Figure 1. On the other hand, the simulator operating system 

approach, described herein provides a set of high level services that are directly oriented 

towards simulator integration. The simulator operating system can implement a set of 

abstractions that allow subsystems to see a highly regular and simple environment, enforce 

subsystem structure to uniform and rigorous standards, and limit the ability of subsystems to 

directly or indirectly impact the behavior of other subsystems except through these standard 

interfaces. The appropriate relationship between a real-time executive and a simulator 

operating system is shown in Figure 4. 

While an architectural abstraction such as that shown in Figure 4 is clearly useful for 

specification and design purposes, high performance real-time systems often do not employ 

such a level in their actual implementation due to performance concerns. That is to say, the 
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Subsystems 

~~ 
Simulation Architecture Services 

Figure 4. Relationship with Executive and Simulator Operating System 

overhead associated with providing this layer in the run-time environment is deemed to be too 

high. However, if this simulator operating system layer is absent in the real-time environment 

the modularity and reconfigurability of the simulator will be severely restricted. The 

framework described in the paper is designed to be highly efficient and therefore incurs 

minimum run-time overhead. Furthermore, because the simulator operating system is layered 

on top of an underlying real-time executive, rather than directly implementing its own real 

time services, the architecture is easily ported to a variety of hardware platforms with different 

vendor-supplied operating systems and real-time executives. Portability is further enhanced 

by constraining the simulator architecture to use only a minimal set of real-time services, 

offered by virtually any real-time executive or operating system. 

As noted earlier, the use of a standard simulator operating system offers the potential for 

code reusability at the subsystem level. An operational simulator can be integrated by simply 

combining an appropriate set of subsystems with a separate runtime specification. This 

specification includes the mapping of the subsystems to available resources, the location of 

the various global data structures, temporal scheduling constraints and other similar 

information. A specification can easily be modified to implement simulators with varying 

capabilities or in order to change to different resources due to hardware unavailability. An 

illustration of this integration process is shown in Figure 5. 

~~ 
~ ~ ~r-s-im-uJ-al-or""I-_"""'~ Operational 
~ Operating Simu\alor 

System 
configuration 
specifica1ion 

System 

Figure 5. The Integration Process 
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In this architectural framework, a simulator is specified, designed and configured from 

three types of simple well-dermed entities: subsystems, cells, and databases. Each of these is 

described in more detail below: 

Subsystems: These are the computational processes associated with significant and 

identifiable functions within the simulator. Generally speaking, subsystems are associated 

with the control of hardware cuing systems (e.g., motion, visuals), the generation of 

simulation model data, or some other clearly defined simulator function. All subsystems have 

identical structure. Generally, subsystems perform iterative functions. At each iteration, the 

subsystem imports typed input data" carries out its computation, and exports typed output 

data. Each iteration is carried out under control of the simulator operating system. 

Cells: Typed data structures containing data to be utilized and updated by subsystems 

are organized into larger logically related sets, called cells. The specification of the cells is 

done separately from subsystems. Each subsystem has a set of unique cells that it outputs its 

data into. All subsystems can import cells and thus gain access to all structured data contained 

there. Cells are the only form of communication among the subsystems. 

Databases: Large collection of static data that must be accessed efficiently during the 

simulation is organized in entities termed databases. A database is an active entity, in that it 

has both code and data associated with it. The code provides uniform access methods so that 

all subsystems can access the data without consideration about where the data originates or 

how it is being accessed. 

3 Simulator Operating System 

The Simulator Operating System (SOS) is a collection of software that provides the 

integrating functionality to allow a collection of subsystems, cells and databases to be 

configured into a functioning simulator. Conceptually the SOS is a single entity. In practice, 

however, it consists of a collection of cooperating and potentially distributed software 

components, each implementing some part of the overall functionality. 

As illustrated earlier in Figure 3, the SOS performs three primary functions: i) scheduling 

of subsystems, ii) management and movement of cell data among subsystems, and iii) on-line 

performance monitoring. Each of these will be discussed in more detail in later sections. 

SOS components are divided in two parts. The first consists of standard SOS call 

interfaces that are linked with each subsystem. The second consists of the underlying 

software that fields these calls and provides the SOS services. Interface subroutines provide a 

uniform data communication and scheduling interface to subsystems. These subroutines 

communicate with the underlying components of the SOS but provide a clean interface to 

subsystems, which see the SOS services only through the abstraction of these call interfaces. 
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The remaining part of the SOS consists of a number of cooperating software components that 

implement the overall SOS functionality. The decomposition of SOS functionality is 

illustrated in Figure 6. Note that Figure 6 is the pragmatic implementation of the conceptual 

design shown in Figure 3. 

sos 

Figure 6. Implementation of the SOS 

In addition to offering a clean subsystem interface, the encapsulation of simulator specific 

services in the SOS interface is an effective mechanism for integrating a simulator with 

subsystems executing on physically distributed computers. Subsystems running on different 

nodes of a distributed computer architecture have access to the same set of scheduling and 

communication facilities, and can be essentially unaware of the identity of their host 

computer. To achieve this hardware abstraction, the component of the SOS that implements 

the various services is implemented on each host in the simulator environment. Figure 7, 

illustrates the manner in which the architecture insulates subsystems from the underlying 

hardware architecture. Note that modifications to, or porting of, the SOS will not require 

modification of subsystem code so long as the interface specification is not changed. 

Figure 7. Illustration Hardware Insulation from Subsystems 
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As noted in the preceding discussion, virtually all details concerning the overall 

configuration and operation of a simulator have been abstracted' and removed outside the 

subsystems. The SOS is designed to accept simulator configuration parameters as input at 

run-time. Specification of these parameters is then the only step required in order to integrate 

a working simulator given a set of subsystems, cells, and databases. A simulator 

specification file is used for this purpose. The simulation specification file contains a list of 

all computers and subsystems that will participate in the specific incarnation of a simulator. 

For each subsystem, the specification file contains temporal constraints, performance 

expectations and assignment to one of the available computers. In addition, the specification 

includes the number and types of all data in the cells, and identifies the databases to 

be utilized. 

Use of a specification file for binding the various simulation parameters just before 

runtime has the advantage of allowing an integrator to configure a simulator tailored to the 

task at hand. Changes in configuration require no change in the code of either the subsystem 

or the SOS. In essence, subsystems cells and databases can be used as building blocks to 

create a variety of simulator configurations. 

4 Details of S.O.S. Architecture 

This section describes in more depth the various elements of the SOS. 

4.1 Real Time Scheduling 

The simulator software architecture is designed around the cyclic (or periodic) execution 

model. According to this model, each task (in this case subsystem) consists of code that is 

executed repeatedly, in a regular cyclic pattern. The duration of the time interval between 

successive invocations of a subsystem is the period of the subsystem. A periodic schedule 

defines the temporal order of the invocation of the various subsystems within a fixed time 

period. This time period is called a major cycle (or major frame). Each major frame is further 

subdivided in an integer number of equal length minor frames. The temporal operation of a 

subsystem can be fully defined by its period and maximum execution time. Given the 

temporal operation and data dependencies of all subsystems in a simulation, a scheduling 

algorithm derives a schedule which consists of a lag or start time for each subsystem. A 

schedule is feasible if none of the data dependency constraints are violated during execution. 

Execution according to this model is desirable for several reasons: The system will run in 

a deterministic manner because subsystems will always begin execution at the specified lag 

time within a period and as long as they do not exceed the assumed maximum execution time, 
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the system data flow will be intact. Furthermore, performance analysis of a single period can 

be extrapolated to any number of periods since, by definition, the periodic scheduler will 

repeat the major frame all through execution. A periodic scheduler can be easily implemented 

on any hardware platform, given an external timing source. This timing source will generate 

interrupts at the proper frequency and the interrupt service routine can look at the precomputed 

schedule and dispatch the appropriate subsystem. 

Figure 8 illustrates a multi-processor, non-preemptive schedule. Even though this 

particular example is non-preemptive and has all processes starting at the boundaries of the 

minor frames, there is nothing in the fundamental design of this architecture that imposes 

these particular constraints on a periodic schedule. 

CPUs 

84+31' tl 
Time 

Figure 8. A Periodic Schedule 

In order to interface to the scheduler, all subsystems are built around a fixed software 

structure that consists of a loop that executes one iteration per scheduling interval: 

while ( scheduler_blockO == RUN) 

do_workO; 

The scheduler_block function is part of the SOS interface and will block until the scheduling 

time of the subsystem within the major frame has arrived. After being released, the 

subsystem will perform its work and block again. This process will repeat until the 

simulation is terminated by the operator. Termination of the simulation or other simulation 

exceptions are communicated to the subsystems through the return value of the 

schedulecblock function. 

4.2 Inter-Subsystem Communication 

In order to avoid point-to-point communication and the associated dependencies among 

subsystems that would complicate their integration, all subsystems have a shared memory 

view of the global data in the system. This shared memory view is only a virtual view. The 

actual implementation depends on the capabilities of the particular hardware. In a shared 

memory multiprocessor, for example, shared memory will be used. But in a distributed 
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system, the implementation may use some form of message passing. The only reflection of 

the implementation of the model will be in the timing characteristics of the communication 

primitives. The synthesis of the periodic schedule explicitly takes these timing characteristics 

into account. 

As noted earlier, all data shared among subsystems in the simulation is partitioned into 

entities called cells. A cell is a collection of typed data items, called elements. All data in cells 

are system-wide global and responsibility for their handling lies with the SOS. The grouping 

of individual, but related items into one entity allows for efficient handling, especially when 

message-based interprocessor communication is used in the underlying implementation. 

Each cell can be written by at most one subsystem which is called the generator of the cell. 

Gaining access to a data element is a two stage process. A cell~et operation copies a cell 

from its global location to the subsystem's local memory. Individual elements can then be 

read using cell_extract operations. Similarly, a subsystem can write to the local copy of a cell 

using cell_insert operations and the local copy of the cell is written to the global area by a 

cell_put operation. A visualization of this process is shown in Figure 9. 

CellA CellB 
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I element 2 I I element 4 I 
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t + i 
Exict4 Insert 1,2 Insert 3,4 Extract 1 

Figure 9. The Cell-Element Paradigm 

Note that writing/reading cells is completely asynchronous; a cell~et will never block, 

and since there is only one cell generator there will never be a coherency problem for the data 

in the cells. Furthermore, cells do not buffer data. Thus successive writes overwrite the data 

previously in the cell. The responsibility for maintaining the correct dataflow relationships 

among subsystems lies with the creator of the scheduling specification, which is part of the 

simulation scheduling file. Even though there are automatic techniques for generating 

schedules that enforce dataflow relationships [9] for a small number of subsystems, a 

schedule can easily be created manually. 
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A cell can be designated as "double-buffered". A double-buffered cell contains two sets 

of data, the fIrst one is used for reading and the second is used for writing, with these roles 

alternating at each scheduling frame. Double-buffered cells eliminate read/write conflicts but 

increase the delay between generation and consumption of data. 

The actual location of the cells in the system is transparent to the subsystems, even in a 

distributed implementation. For example, a cell used by two subsystems running on the same 

computer may only reside on that computer; if a cell is used by subsystems running on 

different computers copies will reside on both computers. In the latter case, responsibility for 

the coherency of the two cell copies lies with the SOS and not with the subsystems. It is also 

the responsibility of the SOS to convert the format of the data when different representations 

are used in the hosts of the a distributed system. In this way, the portability of the subsystem 

is enhanced. 

One of the advantages of the celVelement paradigm for inter-subsystem communication is 

the elimination of direct dependencies among subsystems. Since the cell specifIcation is part 

of the system design, distinct from subsystem specifIcations, the functional specifIcation of a 

subsystem depends only on the input cell(s) it requires, the output cell(s) it writes and the 

maximum execution duration of the subsystem between reading the input cell(s) and 

generating the output cell(s). This allows for effIcient testing of individual subsystems in 

isolation by substituting the standard cell interface with an alternative interface that gathers its 

input from disk flIes and deposits the output into disk files. These data can then be compared 

with libraries of acceptable data and determine whether the subsystem performs according to 

its specifIcation. 

For more extensive testing, a collection of subsystems can be tested by feeding them data 

from disk flIes. In case of a nonfunctioning simulator, this semi-integrated mode can be used 

to narrow down the list of potentially erroneous subsystems by removing subsystems until 

the problem disappears. 

Replaying a simulation is easily done by gathering the data that flows through the cells 

and feeding them back to the subsystems at a later time. Since the system runs in a 

completely deterministic manner due to the periodic scheduling, the state evolution can be 

exactly retraced using the captured input data. 

4.3 Real Time Database Query 

The previous section described the handling of read/write data. This data is small in size and 

can reside completely in memory. Often in simulators there is need to maintain large read

only databases. This data may represent the static environment in which a simulation takes 

place and is typically accessed by geographical location in the virtual world of the simulator. 
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An example is the terrain database for a ground vehicle simulator which provides the terrain 

height at given points in the simulator world. 

Accessing a disk is necessary because, by definition, the database is too large to reside 

permanently in memory. Only a subset of its data can reside in main memory. When a query 

requires data that is not resident, the disk must be accessed. The latencies of current disk 

systems are in the 10-20 millisecond range and typical throughputs are 5 to 10 Mb/sec. If a 

query requires 100 bytes, it will take about 0.02 to 0.01 milliseconds to read this data but may 

involve 10-20 millisecond latency to reach it in the worst case. This latency may be far too 

high for the real-time performance requirements of subsystems. Coordinating database 

queries in a real time system can be a challenging problem due to the determinism and low 

latency required in such a system. 

Traditionally, the solution to this problem has been to use dedicated high-speed disk 

arrays that utilize custom interface protocols that allow access of individual disk sectors and 

other similar shortcuts that significantly reduce the latency. Such system designs have low 

average latencies so that a deterministic upper bound can be can put on a read operation, but 

they are expensive and induce very specific hardware requirements. Furthermore, 

proliferation of modem disk interface protocols like SCSI that hide the actual sector mapping 

from the application software make this approach even less cost efficient. 

The simulator architecture described here provides support for high performance real time 

database queries through a well defined paradigm that allows generic systems (systems 

without specialized disk I/O facilities) to be used even when latencies cannot be perfectly 

controlled, by minimizing the effects of the latency on the overall system design. This is 

achieved by using a prediction scheme that anticipates which data will be used in the future 

and prefetches this data into a memory resident query space. In this way, the only disk 

system performance requirement is that its throughput be high enough to support the worst 

case data rate required by the queries. This requirement is relatively independent of the disk 

latencies. The remainder of this section describes the design of the database entity within the 

framework of the simulator software architecture. 

A database is an active entity that has both function and data associated with it. Databases 

have specific access methods provided by a set of interface subroutines. Only these 

methods/subroutines are available for querying the database. These access methods are 

available to all subsystems under all hosts in the simulation. An illustration of the database 

concept is shown in Figure 10. 

There are two potentially conflicting design issues in the design of the database query 

mechanism: time efficiency and space efficiency. The time efficiency issue is addressed by 

allowing each database to be queried only for data within a region of interest (ROI). Space 

efficiency is addressed by utilizing variable resolution storage. 
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Figure 10. Conceptual View of a Database 

The ROI is defined with respect to some well known point in the simulation--e.g., the 

location of an airplane or a vehicle. The ROI is not a fixed geometrical shape, it can shrink 

and expand during the simulation depending on the movement trend of the point that defines 

the ROI. The behavior and size of the ROI is part of specification of the database. The data 

required to query points within the ROI resides in main memory. As a result, queries for 

which the key lies within the ROI can be computed in real time by using data resident in 

memory while queries that lie outside the ROI will fail. Updating the memory resident data to 

reflect the ROI is done with a prediction scheme. Figure 11 illustrates the relationships 

between the various components that implement the database functionality. Noe that this 

process is transparent to the subsystems. 

Access methods 

Subsystem 
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manager 
lookahead 
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Figure 11. Database Component Relations 
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Variable density storage allows different portions of a database to have different 

resolutions. This reduces the storage requirements for large databases. The variable density 

storage is implemented by partitioning the xy plane into datazones. A datazone is an arbitrary 

rectangle that surrounds constant density data. The distance between adjacent data points is 

defined as the resolution of a datazone. By appropriately designing the datazone layout, a 

designer can find the optimum balance between resolution and storage requirements. 
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Datazones can overlap. For a terrain database this allows modeling of bridges, 

overpasses or other constructs that associate more than one data point with each query. All 

datazones whose rectangle overlaps the rectangle of another datazone will be properly 

flagged. The query algorithm can select one of the overlapping datazones by using an initial 

estimate of the query answer. 

Each data structure associated with a datazone contains the coordinates of the rectangle 

that the datazone covers along with pointers that can be used to access the data in the 

datazone. To answer a query about a point X,Y, the interpolation algorithm must find the 

datazone(s) that contains the coordinates X,Y. Once a datazone is selected, the actual points 

can be accessed and used for the interpolation. When adjacent datazones are of different 

resolutions the assumption is the interpolation of points on the boundary will be coherent to 

both sides, and there should be no discontinuities when jumping across a resolution gradient. 

4.4 On-Line Performance Monitoring 

During a simulation all subsystems are monitored continuously in order to i) affirm that their 

performance is according to the specification ii) detect and identify any failed subsystems, and 

iii) gather data that can be used to detect anomalous subsystem behavior. Performance data 

includes measurement of the execution time for each subsystem iteration which can be used to 

derive deadline violations. A subsystem is considered to have failed when its process has 

exited. A failed subsystem mayor may not have raised an exception before exiting. In the 

latter case, or in cases where failures are not recoverable, it is important to conduct an orderly 

simulation shut-down procedure, especially for subsystems that control hardware 

components. Behavior data gathered by the perfonnance monitoring system consists of a 

usage log of all SOS facilities. In case of a malfunctioning simulation, this data can be used 

for post-execution analysis of the operation of each subsystem. 

Monitoring of the state of the subsystems is implemented via a watch-dog process. This 

process runs on the real time schedule and monitors the state of the subsystems by 

communicating with the SOS code linked in each subsystem. This communication follows a 

deterministic protocol which allows easy detection of subsystem software failures. 

Performance and behavior monitoring is implemented by the SOS component that is 

linked with each subsystem. Since each subsystem must use the SOS interface to interact 

with the simulation, it is a simple task to measure execution time and log the usage of the 

various resources by the subsystem. This approach to performance monitoring has the added 

advantage of not requiring special hardware or specific operating system features and as a 

result is very portable. 
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5 Distributed System Issues 

Support for simulators that utilize a distributed computing environment is provided by 

splitting the SOS into a master and a slave component. The master SOS (MSOS) runs on a 

system that is designated as the main host. The slave SOS (SSOS) run on each of the 

remaining hosts which are designated as remote. Each of the SSOS components is 

responsible for monitoring the subsystems executing on the local host. Any out of the 

ordinary information is reported back to the MSOS. Communication between the master and 

slave part of the SOS is done though ~ deterministic communication link. Conceptually, there 

is a point to point connection between the main host and each of the remote hosts. During 

execution, each of the slave components of the SOS monitor the communication link for 

control and data messages from the MSOS. In response to control signals the SSOS will 

schedule subsystems running on its local host, terminate the simulation or perform other 

similar control functions. Untyped block messages are used to transfer cells and other data 

among the hosts. A diagram illustrating the remote execution model is shown in Figure 12. 

Remote host control 
Main host 

data 

Figure 12. The Remote Execution Model 

The implementation of the remote execution mechanism is geared towards efficient 

performance and conformance to real-time constraints, while maintaining the pure conceptual 

framework. Communication between the main host and remote subsystems is implemented 

by using stub processes similar to those typically used in remote procedure call facilities. 

When a subsystem is configured to run on a remote host, a stub process is scheduled on the 

main host using the temporal constraints that would apply to the subsystem. During run-time, 

the stub process sends commands to the slave SOS on the appropriate remote host in order to 

transfer cells (if needed) and schedule the remote subsystem. The execution time of the stub 

is a function of the latency and the bandwidth of the communication link between the main 

and remote host and is assumed to be known and deterministic. Once the intended simulator 

configuration is known, the stub's execution time can be easily measured for preparation of 

the final real-time schedule. Figure 13 illustrates a schedule that uses a stub for remotely 

executing a subsystem. 
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Figure 13. Remote Subsystem Scheduling 

Use of a stub is an effective mechanism for factoring the latency and bandwidth of the 

communication hardware into the system at the real time scheduling level. The stub is treated 

as a subsystem whose execution time depends on the communication medium and amount of 

data being passed, while its temporal constraints are those of the subsystem scheduled on the 

remote host. Stubs are implemented as generic parametrized processes, so that they do not 

have to be written or tailored for a specific simulator configuration. 

6 Discussion 

The Open Software Architecture described in this paper allows efficient design and integration 

of operator-in-the-loop simulators. In addition, it provides for easy reconfiguration, upgrade, 

or extention of simulator functionality. The architecture is well-suited for virtual prototyping 

applications, since it allows rapid configuration of simulators, and the use of "off-the-shelf' 

subsystems as basic building blocks. This architecture has been used to design and develop 

the Iowa Driving Simulator (IDS). An IDS prototype system has been operational since 

August 1991. The software of the system consists of about a dozen subsystems using a 

configuration of 13 cells and a database that provides real time terrain height data. The 

hardware environment consists of four computers, including two multiprocessor systems, 

linked with various types of dedicated communication devices (DR-lI, reflective 

memory, HSD). 

The IDS prototype has illustrated the validity of this approach for the design and 

integration of simulators. The same subsystems have been used in a variety of different 

configurations consistent with the operational requirements of various experiments conducted 

on the simulator and the underlying computer and communication hardware has been changed 

without modification of subsystems. The largest configuration built thus far utilizes the entire 

hardware environment (4 computers with a total of 32 processors) and all the subsystems 

(visuals, vehicle model, motion, data collection, scenario control, control loading, audio 

instrumentation, manager interface). The smallest configuration consists of two hosts and 

only five subsystems and does not utilize the terrain database. 
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The experience gained by using this architecture for building an actual system has also 

shown the need for further refinement and enhancement of the architecture. Most notably 

better and more consistent mechanisms for error detection and recovery are needed. A 

system-level exception-handling mechanism is currently under development for this purpose. 

Improvements to the unit-test, integration test, and on-line performance monitoring facilities 

are also planned. 

Acknowledgment: Research supported by NSF-Army-NASA IndustrylUniversity 
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Abstract: The Man/Machine Interaction Dynamics and Perfonnance (MMlDAP) analysis 

project, lead by NASA's Goddard Space Flight Center (GSFC), seeks to create an ability to 

study the consequences of machine design alternatives relative to the perfonnance of both the 

machine and its operator. The MMIDAP problem highlights the conflicting needs and views 

of groups that focus on machine design and groups that focus on human perfonnance, 

ergonomics, and cumulative injury potential. There is a critical need to integrate associated 

design and simulation tools and to establish multidisciplinary lines of communication. This 

will enable engineers to design mechanical systems and concurrently perfonn the system 

design trade studies needed to assess resultant machine-operator perfonnance. Basic need 

within industries that design and manufacture human operated machinery, and the underlying 

complexity of cross disciplinary communication provide the motivation to closely coordinate 

evolving MMIDAP capability with the Concurrent Engineering community. This chapter 

outlines ongoing efforts by the GSFC and its university and small business collaborators to 

integrate both human perfonnance and musculoskeletal databases with the host of analysis 

capabilities necessary for early design analysis and trade studies relative to the dynamic 

actions, reactions, and perfonnance assessment of coupled machine-operator systems. 

Keywords: human perfonnance / human factors / concurrent engineering / multidisciplinary 

analysis / human machine interaction / biomechanics I biodynamics I ergonomics I 
biomechanical database I human perfonnance database I musculoskeletal database I machine 

operator systems 

1 Introduction 

A confluence of diverse computer science, mechanical systems, and biosystem technologies is 

now fonning. Advanced mechanical system dynamics analysis methodologies, biosystem 

measurement and modeling techniques, computer hardware configurations, Concurrent 

Engineering communications, database systems, anatomical, biomechanical, biodynamical, 
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behavioral, and cognitive science research capabilities can, with reasonable effort and proper 

focus, be drawn together to create a ManIMachine Interaction Dynamics and Perfonnance 

(MMIDAP) analysis capability. The envisioned capability is to build upon existing and 

readily extendable capabilities. Intelligent assistant interfaces are being envisioned to provide 

non-specialists with user friendly access to MMIDAP analysis capability. Boy provides an 

extensive development of the intelligent assistant system subject [1]. 

The final report of the 1985 Integrated Ergonomic Modeling Workshop [2] contains a 

detailed review of pre-1988 software capability along with a list of recommendations for 

future research. It specifically remarks that "there is a paucity of dynamic interface models" 

and that "an integrated ergonomic model is needed, feasible, and useful." The report's 

review of existing capability demonstrates that ergonomic modeling software has been 

primarily developed to support aerospace cockpit design, design for product maintainability, 

and whole body dynamics associated with automobile cmsh and pilot ejection. Some work 

exists under the general heading of optimization of sports motion; however, there is virtually 

nothing to support mechanical system designers that must evaluate machine operator 

interaction dynamics and performance with or without survival gear, in hostile environments, 

on-the-job, on earth, or in space. 

There is no fundamental difference between machines that are used at the conventional 

workplace, machines that are used as aids for the disabled, and machines that are used as 

exercise equipment for athletic training or physical therapy. Within the context of Concurrent 

Engineering an analysis capability that can quantify machine operator performance vs. 

machine design alternatives during the early design phase is needed for both ground and space 

based applications. Within the context of physical thempy a capability is needed to measure 

and quantify progress, evaluate thempeutic procedures, and design patient specific treatment 

techniques. 

The MMIDAP project supports the generic machine operator system design problem. It is 

directed toward machines that are controlled by a human operator's intelligent physical 

exertions. MMIDAP analysis tools will allow designers to introduce the physical and 

cognitive limitations of a specific operator or operator population class into the machine 

design process. The intent is to develop the MMIDAP analysis capability in as generic a 

manner as possible. This will enable its application within a broad range of aerospace, 

machine design, ergonomic, physical therapy and rehabilitation engineering problems. 

This project intends to integmte dynamics, human performance, and biomechanical 

analysis tools with associated databases. It also intends to provide the nonspecialist user 

with intelligent assistant system interfaces. These will support both total system perfonnance 

trade studies and detailed cause and effect analysis. There is no desire to duplicate the statics 

and kinematics based software systems that now support human factors investigations such as 

those identified in References 2 and 3. Our intent is to complement these with new techniques 
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that support "what if?" studies that cannot ignore dynamics and human 

performance considerations. 

2 Anthropometric and Biomechanical Databases 

The MMIDAP project research group feels that it is time to take stock of present analysis 

methods and their associated data determination needs. A dedicated emphasis is needed to 

develop the infrastructure for the systematic, engineering approach to solving human system 

problems and to recognize current limitations. While it is true that this effort does not aim at 

the solution of a particular problem, the prospects for almost simultaneous progress across 

many diverse problem areas should not be underestimated as milestones in the infrastructure 

development process are achieved. 

The National Library of Medicine (NLM) is currently undertaking a project that intends to 

build a digital image library of volumetric data representing a complete normal adult human 

male and female [4]. This "Visible Human Project" will include digital images derived from 

photographic images obtained from cryosectioning, computerized tomography, and magnetic 

resonance imaging, for example see Reference 5. NASNGSFC is complementing this effort 

with a "whole body digital mapping project." The GSFC project seeks to develop a 

hierarchial tree of biomechanical and human performance analysis capability vs. data 

availability. The output of this project will be used by the MMIDAP project to both define 

objectives and to recognize state-of-the-art analysis limitations. This is a cooperative project 

involving biomechanics groups from The University of Iowa and Case Western Reserve 

University, human performance specialists from the University of Texas at Arlington, and 

anatomists from the University of Colorado at Denver. The objective is for the analysts to 

define data needs while anatomists define if it is feasible with modern technology to provide 

the requested data as a by-product of the "Visible Human Project."l 

The musculoskeletal system is providing general focus to this effort while the human knee 

complex and the popliteus muscle in particular provide sharper focus. Methods to database 

and retrieve human structure and performance data are of primary concern. The sheer number 

of parameters and variety of combinations required to meet broad based application needs 

justify a formal organized approach. The approach proposed is a hierarchial relational data 

structure with embedded relations. A relational data structure with embedded relations 

provides structure to the data storage and retrieval problem. 

Anatomical complexes may be viewed as objects that are decomposable into anatomical 

components. These too may be viewed as objects. Objects at every hierarchial level have 

The final report of this project is being prepared as an article for publication in the 1994 issue of "CRC 
Critical Reviews in Biotechnology. 
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attributes that can be referenced. The value of an attribute can be either numeric data, textural 

data, or another relation that points to finer detail information at the next lower hierarchial 

level. This data storage approach will allow both function and biostructural information to be 

integrated together within the same database system. 

Special efforts will have to be directed toward the data normalization and scaling problem. 

This will enable users to appropriately transform digital anatomy information to suit a broad 

variety of patient specific and general biomechanical analysis needs. Additionally, 

computerized tomography and magnetic resonance imaging can be used to locate anatomical 

landmarks of particular patients. Methods are to be developed for using this information to 

scale and warp baseline digital anatomy information to a unique patient. This will provide the 

enabling technology needed to support both personalized biomechanical analysis and general 

anatomical studies.2 

Kroemer [2] provides a review of currently supported anthropometric data bases and 

computer models used in the field of ergonomics. Winters [6] provides a source book for 

multiple muscle systems and movement organization along with a survey by Yamaguchi [7] 

listing human musculotendon actuator parameters from over 20 different published sources. 

Additionally Seireg [8] provides the anthropometric and musculoskeletal data used to support 

musculo load sharing research carried on at the University of Wisconsin at Madison. 

One major problem with existing biomechanical data is that it comes from so many 

different sources with almost as many different measurement reference frames. A quick scan 

of data provided by Yamaguchi [7] reveals considerable numeric variation between reference 

sources for the same anatomical component. The data tables also reveal that there are 

considerable data gaps. The NLM's Visible Human Project is presenting the biomechanics 

community with a unique opportunity to fill these gaps and to obtain a consistent reference 

source of fundamental biomechanical data. GSFC's whole body digital mapping project 

seeks to precisely define what should be measured and how it should be databased, so as to 

be useful for follow-on analysis. 

As a first step, it was recognized that computer based analyses beg for codification of 

terms and parameters. The MMIDAP project bases itself on an ability to integrate diverse 

models and analysis modules that were developed independently within narrow fields of 

research. The enabling of this integration of capabilities requires a standardized notational 

system. The current standards void not only reduces accessibility to available data but also 

serves to inhibit research progress. The development of a standardized systematic notation is 

2 It is interesting to speculate on the possibilities of an enhanced digital surgery capability. If large 
deformation and associated elastic properties of soft tissue components, such as muscle, veins, nerves, 
intestine, etc. can be defmed, then it may be possible to develop the capability to both graphically cut and 
push these soft tissue components around in a virtual reality environment. Creation of an ability to cut, 
push, deform, and monitor large deformation strain in soft tissue should provide the basis for a new level of 
pre-surgical planning and training. 
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critical. Kondraske [9] provides a preliminary attempt to define the notational and design 

considerations associated with the development of such a coding process. 

3 Human Performance Database 

There is no lack of literature regarding the quantification of human function or performance. 

The literature as a whole can perhaps best be characterized by noting that it lacks a common 

conceptual framework upon which human performance quantification strategies can be based. 

As discussed by Kondraske [10], this has made it difficult to organize previous work and 

compare methods. The approach that is advocated herein for resolving this problem 

introduces the concept of afunctional unit. This entity is defined in such a manner that it must 

possess a measurable resource level to accomplish a highly focused task. Considering all 

functional units collectively leads to the realization of a finite set of basic elements of 

performance (BEPs). In mathematical terms, the BEPs define a set of basis vectors while 

associated measured resource level defines vector magnitude. To specify a BEP one must 

delineate both the functional unit and its dimensions of performance. 

Human BEPs may be organized into three primary domains: 

1. Central processing 

2. Physical: Environmental interface 

3. Physical: Life-sustaining 

The collective set of all BEPs forms a performance pool. This performance pool may be 

defined for an individual or for a population group. It defines levels of resources available 

relative to all dimensions of performance associated with all functional units. To accomplish 

any task (physical or mental), humans draw upon appropriate BEPs from the performance 

pool in the required amount. Successful task performance is determined by the availability of 

required BEPs. If insufficient BEP resources are available from the performance pool, the 

task cannot be accomplished. If just enough exist, task performance will be stressful. If 

more than enough exist, task performance will be comfortable. Unfortunately one cannot 

assume that all BEPs are functionally independent of each other. There are dependencies that 

must be recognized and accounted for in the performance analysis process. As stated by Fitts 

[11], we cannot study man's motor system at the behavioral level in isolation from its 

associated sensory mechanisms. We can only analyze the behavior of the entire receptor

neural-effector system. The implication here and the major challenge for MMIDAP is to 

develop and implement methods that automate the process of detecting and accounting for 

functional relationships between the sets of BEPs that must be simultaneously exercised 

during task performance. 
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3.1 Functional Units 

A functional unit, by definition, serves some purpose or function. This unit may be 

composed of lower order units within a hierarchy, or it may be a component or subsystem 

within a higher order system. Functional unit simplicity enables identification of variables 

indicative of system performance. 

From a mathematical perspective a functional unit possesses the capacity to operate along 

only a single dimension of function such as elbow flexion. The dimensions of performance 

are defined by unit vectors that are associated with performance such as range of motion, 

speed, strength, etc.; vector magnitude represents performance capacity. This measure 

represents performance resources available RA along the relevant dimension. RA is always 

positive and defined such that a larger number indicates greater performance resource 

available. Task performance can be judged as possible when performance resources required 
RR are less than or equal to performance resources available RA- Inadequate resources in any 

one dimension can prevent task execution. 

Regardless of system complexity, the potential for success in a given task situation is 

determined by the comparison of RR relative to RA along each relevant dimension of 

performance. As previously mentioned, the realization of success must take into account 

functional relationships between dimensions of performance, e.g., speed and strength. The 

development of these functional relationships in a format compatible with codification in an 

intelligent assistant system interfaced to the human performance database represents many 

cutting edge research projects at the Human Performance Institute (HPI) at the University of 

Texas at Arlington. See Kondraske [10] for a review of ongoing work at the HPI. 

3.2 Basic Elements of Human Performance 

Applying the general concepts presented above, a human is viewed as an architectural 

structure composed of a finite set of interconnected functional units each of which possesses 

the capacity to operate along specific dimensions of performance. This gives rise to an 

elemental resource model for the human system. 

A major decision is required to identify a level within the available hierarchy of 

subsystems which can be defined as the level of basic functional units. Basic Functional 
Units are those which are the first subsystems encountered for which a one-to-one mapping 

between a structure and its function can be identified. Considering all functional units 

collectively results in the realization of a finite set of distinct "Basic Elements of Performance" 

(BEPs). As previously noted, each BEP has an associated functional unit and one dimension 

of performance. For example, knee extensor (the functional unit) and speed (its dimension of 

performance) define a particular BEP. 
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The human perfonnance task analysis approach advocated herein requires that the analyst, 

with appropriate intelligent assistant system aids, decompose' a task into fundamental 

components. These fundamental components are the basic elements of perfonnance. These 

can and are being databased by individual and population cross section. BEPs fonn the basis 

of the elemental resource model that is used for characterizing all aspects of the human system 

and its interface to the perfonnance of tasks, e.g., musculoskeletal, central processing, and 

life sustaining. 

Once task decomposition into BEPs is complete, human resource requirements can be 

estimated by both quasi-static biomechanical and inverse biodynamic analysis. Established 

nonns for population cross sections of interest can be used to determine if tasks are within the 

available resource capabilities of target population groups. Individualized BEP data can be 

used to detennine if a particular (e.g. disabled) individual can accomplish a defined task. 

Conversely, BEP requirements above the nonn can be used to pinpoint exactly where the 

machine operator interface needs improvement. This approach to perfonnance analysis forces 

consideration of those dimensions of perfonnance that represent desirable or perfonnance 

limiting qualities. Furthennore, it provides a consistent method for quantifying perfonnance. 

Confusion resulting from dual concepts, such as strength vs. weakness and endurance vs. 

fatigue, is eliminated and a clear modeling framework emerges. Relative to Concurrent 

Engineering, the ability to estimate BEP requirements during the early phases of machine 

concept development provides the quantifiable infonnation needed to perfonn rational trade 

studies and to guide engineering design toward an optimized machine operator interface. 

3.3 Measurement and Databasing 

Kondraske [12] provides a good overview of task decomposition via BEPs and the methods 

being used to database the BEP records of the 3000+ patients tested with systems developed 

at the Human Perfonnance Institute (HPI). This work was originally focused within the field 

of Physical Therapy and Rehabilitation Engineering. 

Measurement methods are employed which stress individual functional units relative to 

associated dimensions of perfonnance. These provide quantifiable measures of perfonnance 

resource availablity. Tests which stress the coordination of multiple functional units are also 

necessary and are therefore included. Procedures for recording scores, filing results, rating 

perfonnance, etc., are implemented with computerized instrumentation. This is intended to 

maximize objectivity and eliminate subjective measures from the database. 

A complete individualized data file is obtained by a mix of hard measures and data that can 

be confidently interpolated from the individual's general population group statistics. Hard 
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measures are taken to characterize an individual's perfonnance resources that are judged to be 

significantly above or below the nonn for his/her population group. 

3.4 Mapping BEPs to Tasks 

The MMIDAP project is of the opinion that task decomposition into BEPs is the best state-of

the-art approach to providing a systematic basis for predicting human perfonnance and for 

extrapolating human perfonnance experimental test data to different population groups and 

task environments. 

The quantification of perfonnance capabilities for a task's functional components is an 

essential step in the process of establishing a system perfonnance model. Mapping is the link 

between application independent and application dependent views. It represents the key to the 

useful application of the elemental resource model. 

The mapping process involves task analysis in tenns of task division, detennination of 

dimensional requirements for each subtask, determination of resource availability, 

dependencies of biomechanical and biodynamical considerations on anthropometric 

parameters, gravity and inertial loading factors, and a resource utilization strategy. In 

complex systems such as humans, mapping is nontrivial. Specific mappings cannot be 

considered without a complete definition of the task (or subtask components). While this 

sounds complex it reflects the true complexity of the human to task interface. 

Human anatomy defines the structural interconnections of functional units. This 

interconnection topology plays a significant role in developing the mapping from human 

performance space to task space. In external tasks, the connection between task and 

environmental interface functional units must first be identified. Once the task and the manner 

in which it is to be executed are defined, relatively simple physics is used to detennine the 

mapping. Fortunately, biomechanics has, to a reasonable degree, derived most of the 

mathematical relationships required. 

The development of an intelligent assistant system for developing the mappings that link 

tasks and BEPs is a critical element within the MMIDAP effort. It will provide the "user 

friendly" interface needed for product acceptance by the non-specialist user community. 

Conceptually it appears possible to create a support shell that would help users associate 

anatomy with function via the digital anatomy database developing via NLM's Visible Human 

Project. For human perfonnance analysis, it would decompose a range of user defined high 

level tasks into associated basic elements of perfonnance. Of course, this concept would be 

extendable to all biosystem functions that have anatomical association. It seems reasonable to 

expect that this capability could be developed as a hierarchial structure. BEPs combine to 

fonn simple tasks, simple tasks combine to fonn more complex tasks, etc. 
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3.5 Resource Allocation 

When a human is presented with a task situation, he/she has some flexibility with regards to 

which functional units to employ and what fraction of available resources are to be used for 

task accomplishment. Redundancy results when the anatomic configuration allows for 

options. When two or more functional units with the same dimensions of performance are 

available, the problem of resource utilization or resource allocation must be resolved. In 

biosystems, this is usually determined automatically or subconsciously via a subconscious 

control strategy. It is reasonable to assume that some common strategy, i.e., a resource 
utilization strategy, is employed across the normal population which results in a more or less 

standard form. This is why individuals with normal amounts of performance resources 

appear to go about tasks in much the same manner. In a mathematics based model of a 

biosystem, a resource allocation control strategy must be defined as rules and constraints. 

The allocation rule being implemented within the MMIDAP analysis capability is to minimize 

stress on system resources while striving to accomplish the goal. 

4 System Performance Analyses 

A theory is presented by Kondraske [13] that develops a scientifically based conceptual 

framework for addressing many fields of concern relating to human performance. The theory 

involves the concepts of basic elements of performance and human resource economics. 

Many questions regarding biomechanical behavior can and are being addressed without 

consideration of system performance; however, human performance questions associated 

with complex tasks cannot ignore biomechanics and biodynamics. Biomechanical models 

typically focus on the principles of materials and mechanical behavior, while a system 

performance model for a given subsystem recognizes dependency on components external to 

the biomechanical domain (vision, neuromotor control, etc.). 

The basic difference between classic biomechanical analysis and performance analysis can 

be summarized as follows: 

Biomechanical & Biodynamics Analysis - provide traditional static and dynamic 

analyses that depend upon the basic physical concepts of mass, inertia, geometry, 

stiffness, position, velocity, acceleration, musculotendon, and environmental loads. 

Performance Analysis - uses biomechanical and biodynamics analysis information to 

quantify the qualitative parameters used to characterize a system's capacity to successfully 

accomplish a task. It focuses on providing analysts with an enabling capability to ask and 

quantify answers to the following three fundamental questions: 
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1. Can the task be accomplished? If not, why not. 

2. How well can the task be accomplished? 

3. What is the best way to accomplish the task? 

These questions may be directed to either the machine operator, or the machine

operator system. 

Performance analyses are simple in concept and yet powerful as total system design and 

evaluation tools. System performance can be modeled in terms of the available performance 
resources of the operator while quantitative task characterization can be expressed in terms of 

the performance resource demands required of the operator. For a detail development of these 

concepts see References 10 and 13. 

By viewing the performance of a high level task as a hierarchy of elementary tasks, one 

can establish a foundation of fundamental resources. Since high level tasks are accomplished 

through the coordinated utilization of this performance resource pool, required resource 

deficiencies will place a limit on resultant high level task performance. 

Non-trivial systems performance analysis rests on the ability to obtain numerical values 

for both performance resources availability and performance resource demands. Available 

performance resources can be determined from human performance measurements, databases 

thereof, and models that allow for their estimation from general popUlation norms. The 

detefIl1i.t1ation of performance resource demands starts with the decomposition of a high level 

task into a hierarchy of elemental level tasks. A knowledge of human structure and associated 

quasi-static and dynamics analysis capabilities are then used to define resource demands for 

each task within the hierarchy of elementary level tasks. 

Adhering to the principle of resource economics (i.e., resource availabilities must meet or 

exceed resource demands for task completion to be realized), the highest level of high level 

task performance is limited by the most limiting resource. 

This strategy can be adapted to result in: 

A simple yes or no regarding resource sufficiency in response to a given task 

requirement level 

A determination of a maximum performance level 

An analysis of a task's resources demands 

• The stress on the resources involved 

The resources limiting better performance 

Kondraske has asserted and argued subjectively that the general optimization rule to be 

applied to task decomposition is as follows: the "human is driven to accomplish the goal using 

that procedure which minimizes the stress across all performance resources." The problem of 

finding the optimal procedure can be formulated in terms of a trial and error resource 

utilization problem. From a machine-operator interface design, or a human task 

accomplishment perspective, it is normally sufficient to identify only the most limiting 
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resources. These identify exactly where design improvement is needed or where modification 

of one or more components of the task scenario, goal, or operational procedure is required. 

5 Integrated Musculoskeletal Machine Dynamics Equations of 
Motion 

The creation of mathematical models for the characterization of system dynamics is a 

fundamental part of engineering analysis. Both mechanical and biomechanical groups 

frequently make use of lumped parameter models. These models consist of hinge connected 

rigid and flexible bodies, i.e., multi body systems. An excellent overview of existing 

automated methods for developing simulation models for complex mechanical systems via 

multibody dynamics analysis software systems is provided by Schiehlen [14]. In the late 

1980s, several international groups discovered that equations of motion could be rederived in 

such a manner that computational speed could be greatly enhanced [15-17]. New 

implementations of these and analogous methods with improved speed and modeling 

capability are now in use [18-21]. 

Multibody simulation models have been successfully used to model certain classes of 

musculoskeletal systems. However, modeling weaknesses exist and these must be 

recognized before one attempts to use multibody tools for general biomechanical and 

biodynamical application. The following deficiencies associated with vertebrate biodynamics 

application have been recognized and plans are now underway to enhance the program 

NDISCOS [18,22], accordingly: 

Inverse dynamics for deterministic systems. This capability is necessary to predict 

resultant joint loads associated with the dynamic interaction between machine 

and operator. 

Intermittent loop closure and range of motion constraints. This capability is needed to 

model the interface between man and machine and to routinely include range of motion 

limits for anatomical joints. 

Biomechanical joints must now be approximated by conventional mechanical joints. To 

support more detailed analysis, an enhanced joint modeling capability that includes the full 

complement of human joints defined by Norkin [23] must be developed. 

Rolling/sliding contact of penetrating surfaces. This capability is needed to model the 

details of joint motion and loading and too adequately model the soft tissue interface 

contact between an operator's hand and the manipulandum used for machine control. 

Flexible body modeling. This capability is currently available within NDISCOS. It is 

required for stress distribution determination within the skeletal structure being stressed 
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by physical exertion. This is an important capability needed to support the joint prothesis 

design problem. 

Body clustering. This capability is needed to model joints such as the ankle and wrist. It 

is also needed to model the spine. In each case, relatively small bones are tied together by 

ligaments into a cluster that has limited range of motion. The desire is to develop a 

general cluster capability that will be applicable for generic mechanical system dynamics, 

biodynamic, and molecular dynamics research projects. 

The dynamics analysis of mechanical systems is dominated by the need to solve the 

forward dynamics problem. That is! given a prescribed set of internal and external loads, 

predict system response. Attempts to perform forward dynamics analysis with neuro

musculo-skeletal systems are usually stopped by one's inability to mathematically characterize 

the human's cognitive processes that generate the neural activation signals that stimulate the 

body's musculo actuator system. 

The MMIDAP project recognizes this fundamental limitation. It therefore concentrates on 

the inverse biodynamics problem. Graphical animation and laboratory testing techniques exist 

for obtaining an estimate of human dynamic response during a broad range of activities. If 

sufficient information can be obtained (displacement, rate, acceleration, and external loads) 

then inverse biodynamics methods can be used to predict what the resultant musculo actuator 

loads had to be to produce the defined response. These results can then be compared with 

performance resource availability information. The comparison is used to determine if the 

predicted musculo response, i.e., performance resource demands, required of a machine 

operator are within the performance resource limits of a particular operator or the average 

capability of the operator's population group. 

6 Muscle Modeling and Load Sharing 

Detailed neuro-musculo-skeletal modeling of the human system or any of its subsystems is an 

extremely complex problem that is beyond today's state-of-the-art capability. The First World 

Biomechanics Congress in August 1990 had over 80 oral presentations on the subjects of 

multiple muscle systems, biomechanics and movement organization. Formal reports on 46 of 

these presentations have been collected by Winters [6]. From these reports and others 

presented at the Congress, it is clear that muscle dynamics and neuro-musculo-skeletal 

organization and movement modeling is a subject that will occupy researchers for many more 

years. 

There is great deal known about how nerve cells transmit signals, how these signals are 

put together, and how out of this integration higher functions emerge [24]. Nerve cells are 

connected through their synapses to form functional circuits; these are organized into the 
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multineuronal circuits and assemblies that provide the basis for neural organization [25]. 

Muscles are controlled by nerves at neuromuscular junctions, and at these points activation 

signals are biochemically processed to initiate the muscle contraction process [26]. Any 

attempt to model the details of cognitive neuro-muscular-skeletal response would require the 

seemingly impossible development of a mathematical model of the biochemical, 

physiological, and psychological processes that lie between cognition and the innerviation of 

muscle fibers. 

The details of muscle modeling have several more layers of complexity. For example, 

muscles are composed of muscle fibers that are differentiated by the biochemical properties 

that dictate their respective response speeds and resistance to fatigue. When the muscle is 

innerviated, select sets of muscle fibers called motor units contract while others remain in a 

rest or in an energetics recovery state. This motor unit apportionment issue further 

complicates the mathematical modeling of muscle contraction dynamics as can be seen from 

Hatze's complex mathematical formulation of the problem [27]. 

In spite of these outlined complexities in muscle dynamics modeling, progress is being 

made at a level compatible with real world application. Relatively simple mathematical 

approximations are appearing in the literature that are providing a basis for understanding how 

musculotendon systems produce force as a function of the associated reaction dynamics of the 

biochemical processes that produce muscle contraction, for examples see References 28-35. 

Also see Reference 36 for a rather detail review of the complexity associated with using 

system identification techniques to obtain the data needed to support studies associated with 

joint dynamics modeling. For example, it is stated therein in that despite the success of linear 

analysis, it is evident that the modeling of overall joint dynamics is not linear. The parameter 

values of linear second order models for joint dynamics are found to change dramatically with 

the operating point that is defined by such parameters as mean torque, perturbation amplitude, 

or mean position. 

The incorporation of muscle dynamics into the framework of a multi body simulation 

capability is a rather straight forward process if the physics of muscle contraction can be 

assumed known. This has been demonstrated by Hatze [37] and Morris [38]. However, 

there is little debate that a mathematical model for the cognitive process is virtually impossible 

to define. Nevertheless, forward dynamics can still be used when known musculo 

innerviation is imposed, for example, by functional neuromuscular stimulation systems, as 

discussed by Chizeck [39]. It can also be used for well defined structured motion such as 

reflex response actions. The availability of measures for the biochemical dynamics of calcium 

ion concentration within the system of defining equations for muscle contraction dynamics, 

see References 27 and 31-33, provides an avenue to an understanding of the process of 

fatigue, discomfort, and pain. An extensive review of this connection is available from 
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several papers published in a special issue on "Occupational Muscle Pain and Injury" by the 

European Journal of Applied Physiology [40,41]. 

Complexities associated with modeling muscle contraction dynamics are matched by the 

problem of resolving muscle load sh~ring and kinematic redundancy. The presence of 

redundant muscle actuators at virtually every anatomical joint implies that rules must exist for 

defining how muscles share the work load. Kinematic redundancy within the upper and 

lower extremety systems also presents mathematical modeling problems. Redundancy in the 

physical system to be modeled leads to a mathematical problem with an infinite set of 

solutions. This problem is resolved by optimization techniques that find the unique solution 

that minimizes a user-defined cost function. Zajac [42] provides an in-depth review of the 

complexity associated with modeling multijoint muscle systems. 

Seireg [8] provides an extensive summary of cost functions relevant to ongoing research 

in muscle load sharing at the University of Wisconsin at Madison. This work models the 

entire musculoskeletal system as a collection of hinged rigid bodies. Each muscle is modeled 

as a linear actuator that may wrap around boney structure and act along a resultant line of 

action defined between the points of muscle insertion and origin. To support this effort 

Williams [43,44] has developed a computer program for determining muscle load sharing. 

The program uses Serieg's database of muscle characterization information. It accepts as 

input initial conditions of state, external loading, and parameters needed to define the cost 

function to be minimized. The cost functions are physically realizable minimization criteria 

such as minimizing all forces carried by muscles, work done by muscle, reaction forces and 

residual moments. The program then computes the musculo force required by each muscle to 

maintain the system in quasi-static equilibrium based upon user prescribed cost function 

assumptions. 

Additionally, Zajac and students at Stanford University and the Rehabilitation R&D 

Center at the Palo Alto VA Medical Center are developing interactive graphics based modeling 

tools to study orthopedic surgical procedures [45]. In particular they have developed a model 

of the human lower extremity to study how surgical changes in musculoskeletal geometry and 

musculotendon parameters affect muscle force and its moment about the joints. 

The message to the MMIDAP project is that underlying modeling constraints and 

limitations must be defined. The attempt to include biodynamics detail into a MMIDAP 

capability should not be viewed as the ultimate goal. For every general class of problems, it 

is critical to know when to put a stop to modeling fidelity. For MMIDAP, stopping at 

resultant joint loads appears appropriate; attempts to get into more modeling detail opens up 

some exceedingly complex and yet unresolved problems. For the envisioned MMIDAP 

application community, there is, without doubt, a point of diminishing returns relative to 

modeling capability and analysis complexity. 
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7 Prediction of Human Motion 

One fundamental difference between repetitively testing human subjects and repetitively 

testing mathematical models is that the human's response is nonrepeatable [46]. The 

modeling goal for the prediction of human performance can therefore only be that the 

predicted motion be physically reasonable. Predictions and reasonable variations around them 

should be viewed as defining an envelop of possible human response. With this realization in 

mind, simplified motion prediction algorithms can justifiably be introduced into the motion 

prediction model. Physical realizability can be checked by viewing animated response, 

monitoring joint rates, acceleration, jerk, loading, and comparing these with norms in the 

BEP database. 

The program JACK [47] has several unique features that make it ideal for MMIDAP 

application. Figure positioning by multiple constraints [48] is a capability that allows users to 

specify trajectories at several body fixed points (hand, feet, torso) and to then have motion 

trajectories for all other points predicted. Strength-guided motion [49] is a capability that 

allows for human strength and comfort data to be used in the motion prediction process. The 

creators of JACK make note of the fact that others such as Wilhelms [50] have used forward 

dynamics for human motion prediction. The JACK development team argues that utilization 

of a forward dynamics approach to human animation is difficult for the user to control 

because users must provide all joint torques. For a 3D system, this is a near impossible task. 

Kinematic and inverse kinematic approaches are easier to manipulate but suffer from the 

potential of unrealistic joint motion. JACK uses a blend of kinematic, dynamic, and 

biomechanical information when planning and executing a path. The task only needs to be 

described by a starting point, ending position, and external loads such as gravity and weights 

to be transported. An excellent review of the program JACK and computer graphics research 

as applied to the animation of human figures is provided by Badler [47,51,52]. 

8 Man-in-the-Loop Simulators for Complex Mechanical Systems 

Major advances in formulating the multibody equations of motion needed to simulate complex 

mechanical equipment, along with the availability of low cost parallel processor computers, 

have provided a unique opportunity to create low cost real-time simulators for complex 

mechanical equipment with man in the control loop. Simulators accept real-time 

man-in-the-Ioop commands, graphically create a simulated visual environment, and drive 

other laboratory devices to create a simulated vibro-thermal-acoustic-shock environment. 

Stress and load information associated with machine components can be obtained directly 

from the predictive capabilities of the multibody dynamics software system that drives the 
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simulator. Qualitative measures of system feel, cognition, and hand-foot-eye-ear coordination 

information can be obtained from operator comments. Human performance data can be 

obtained by monitoring operator response in the simulated environment. Machine 

performance can be obtained directly from the simulator. The ability to simulate in real-time 

all operator experienced loads at the operator machine interface and all other loads, such as 

sound and machine vibration that operator's subconsciously use for cueing purposes, sets this 

new effort apart from such systems as aircraft flight trainers. These loads are an integral part 

of the machine-operator feedback control cueing process. 

The first step toward developing such a simulator capability for complex mechanical 

systems was taken at The University of Iowa with its development of a simulator for the 

J.1. Case backhoe [53]. The second step was the creation of the Iowa Driving 

Simulator [54]. The next step will be to develop the Department of Transportation's National 

Advanced Driving Simulator [55,56] at The University of Iowa in the mid 1990s. 

9 Man/Machine Dynamic Interaction 

Figure 1 provides a flow diagram of the proposed closed loop man/machine interaction 

dynamics and performance assessment process. The output of the program JACK is 

animated human system response. As for any engineering analysis study, the physical 

realizability of predicted response must always be checked. This is done by viewing animated 

response and resultant joint behavior. Performance parameters such as joint stiffness and 

comfort level within the JACK program allow users to tune predictions to bring them into the 

realm of physical realizability for the particular population group under study (old, young, 

normal, obese, handicapped, etc.) As a further check, JACK's predicted joint response 

information can be used as input to the program NDISCOS. This program offers a 

functionally complete capability for analyzing models of arbitrary complexity. NDISCOS can 

be used to create a detail dynamics model for the machine and the machine operator's 

musculoskeletal system. The associated equations of motion for the multibody model are 

exact, relative to the laws of Newtonian mechanics. The inverse dynamics capability of 

NDISCOS can be used to obtain a refined prediction for resultant joint loading. Differences 

between JACK and NDISCOS resultant load predictions stem from the simplifying 

assumptions within JACK's motion prediction algorithms and man/machine interaction 

dynamics effects. 

The resultant joint load predictions made via NDISCOS's inverse dynamics capability can 

be used as input to a capability that addresses the nondeterministic muscle load sharing 

problem. If resultant joint loading and muscle load sharing predictions are acceptable, motion 

and load prediction information is ready to be used as input to the human performance 
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Figure 1. Closed-Loop Man/Machine Interaction Dynamics and 
Performance Analysis Assessment Process 

BEP database at the HPJ. The output of this step provides another assessment of physical 

realizability. If results violate physical realizability, JACK performance parameters can be 

adjusted and the process repeated. 

If muscle allocation studies are required, the skeletal system model and associated 

computational theoretics will require non-trivial enhancement to include a detailed three 

dimensional characterization of critical joint complexes. An understanding of detail muscle 

load sharing is needed to explain, in a quantifiable sense, exactly why certain design options 

or operational scenarios have the potential of causing machine induced discomfort, fatigue, 

pain, or trauma. 

In application, the assessment process will use an iterative refinement process that can be 

used until the successive approximations strategy converges to acceptable results. The 

predictions either confirm that man/machine interaction is acceptable or that some human 

performance parameters have exceeded database norms. If human performance requirements 

are excessive, machine design changes or operational scenarios can be refined until acceptable 

performance measures are achieved for the machine operator's population group. It is also 

possible to incrementally change population group by selecting different sets of 

anthropometric and BEP data from the database. Normally once an acceptable set of JACK 

performance parameters are obtained, they should be rather insensitive to modest changes in 

machine design, anthropometric, or BEP information. 

The critical issue associated with the determination of an optimal scenario is the selection 

of a physically meaningful optimization criteria. This problem is compounded with the need 

and desire to minimize time, fatigue, and machine complexity while maximizing throughput 

and efficiency. The next key issue centers on how to develop a systematic means for 

determining the sensitivity of performance relevant motion parameters of interest to design 

variables. Design variables are the system variables that the engineer alters during the design 

optimization process. 
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10 Test Data Mapping Capability 

The ability to map test data requires that both JACK and NDISCOS man/machine interaction 

simulation models exist. Test procedures require that body motion at the operator/machine 

interface be recorded and that all body fixation points be defined such as feet on floor and 

torso restrained. Whole body motion should be recorded via video and at various body points 

for model verification purposes. As an alternative to testing with prototype hardware, test 

data can also be obtained by using real-time man-in-the-Ioop simulators. During the early 

phase of product development testing via low cost simulators will be the sole source of 

MMIDAP design information. 

Recorded motion at the machine-operator interface is used as input to JACK. 

Performance parameters are adjusted until whole body predicted motion agrees with the whole 

body data recorded during the test. To map test data to other population groups, simply 

change anthropometric data in the JACKand NDISCOS models. If protective/restrictive 

apparel and other environmental factors that effect body loading, such as reduced gravity, are 

important these are simply added or deleted from the mathematical model. Human response 

predictions are then evaluated relative to information in the BEP database. Some adjustment 

of the JACK performance parameters may be necessary. If adjustment is deemed excessive, 

this should be used as a signal that the data mapping capability is breaking down and that data 

extrapolation limits are being encountered. 

11 Validation of MMIDAP Capability 

The MMIDAP project intends to complement evolving capability with an extensive testing and 

validation program. Data mapping to different operator population groups can easily be 

validated by simply using different operators. Mapping to operators with restrictive apparel 

can also be easily tested in the laboratory. Data mapping to different environments and 

different machine design alternatives can be validated in the Iowa Driving Simulator and other 

facilities such as those at the Human Performance Institute at the University of Texas 

at Arlington. 

12 Human Factors Based System Design 

There is a need to accurately predict machine operation timelines. The step, from 

conceptualizations that meet basic kinematic reach, collision avoidance, and other quasi-static 

mission feasibility constraints, to the step used for accurate operational timeline predictions is 
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exceeding difficult. Carefully constructed laboratory experiments are needed to ascertain 

operator variables and their impact upon operational time line estimates. There is a need for a 

simulation-based capability that will both support essential laboratory testing efforts and 

provide a means for extrapolating test results to the actual work environment. Particular 

attention must be paid to modeling all loads that are feedback to the operator directly through 

the manipulandum used for machine control or indirectly, since they are all used by the 

operator for cueing purposes. If simulator load replication cannot be judged as realistic from 

the operator's perspective, both test data and associated extrapolations are worthless. The 

difficulties associated with simulator replication of loads in hostile environments, such as on

orbit, should not be trivialized. Environmental factors, such as zero gravity, frequently result 

in counter intuitive dynamic action and reaction effects. These must be throughly understood 

and carefully integrated into both the simulator's capability and all associated training or 

testing systems and procedures. 

Simulator validation from the perspective of the operator must be accomplished. This 

must focus on validating the ability to create a simulator that portrays a realistic environment 

from the perspective of the operator. Once simulator realism is achieved, the simulator can be 

used for general time line estimation work and system design tradeoff studies. Laboratory 

testing and support analysis will be needed to continuously validate realism as simulator 

capabilities expand to support the characterization of complex system components, in hostile 

environments, with complex feedback loading conditions. 

13 Human-Machine-Task Computer-Aided-Design (HMTCAD) 

HMTCAD is an integrated set of software tools and resources designed to work together to 

execute analyses that address such human-machine-task performance questions as margin for 

success or failure, performance limiting factors, operator/machine reserve capacities, maximal 

task performance, and optimal procedures. HMTCAD tools are based upon performance 

analyses of both the human-to-machine and the human-to-task interfaces as shown in 

Figure 2. Future versions will include the machine-to-task interface and the ultimate 

capability will enable analysis of the complete human-to-machine-to-task system chain.3 

General systems performance theory and the Elementary Resource Model developed at the 

University of Texas at Arlington's Human Performance Institute (HPI) serve as the primary 

conceptual basis for the HMTCAD package [10,12]. These relatively new concepts are 

combined with the advanced multi-body dynamic analysis capabilities of NDISCOS, with 

several human performance/biostructure databases, and with many specialized human 

3 The text contained within this section, with the permission of Photon Research Associates, is from the 
introduction to their HMTCAD Systems Specifications & Architecture document. 
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HUMAN I~ ·1 MACHINE I~ ·1 TASK 
SYSTEM t + Fluman-Machine Machine-Task 

Interface Interface 

HUMAN I~ ·1 TASK 
SYSTEM t 

Fluman-Task Interface 

Figure 2. Key Components of the Generic Perfonnance Analysis System that 
lIMTCAD is being Designed to Analyze 

perfonnance analysis modules currently under development at the lIPI. User access to this 

diverse range of capability is to be via a menu-driven point-click-and-drag user interface. The 

resultant FlMTCAD software package consisting of an open ended architectural shell, 

associate computational infrastructure, interfaced databases, and analysis modules, is under 

development for the GSFC via a Small Business Research Initiative contract [57]. 

13.1 Purpose and Approach of HMTCAD 

A graphical summary of the generic human-machine-task situation that arises during man

machine system modeling and simulation is shown above in Figure 2. The identified 

interfaces are important to recognize. Pilot studies have shown that failure to recognize these 

interfaces and to incorporate them into capability infrastructure sets the stage for tenninology 

conflicts, confusion, and a weak theoretical foundation. The figure illustrates that analysis 

situations may include not only the complete "human-machine-task" situation, but also 

sub-situations. That is, situations that focus only on the "human-machine" interface, the 

"human-task" interface, or the "machine-task" interface. This figure represents the ultimate 

scope of lIMTCAD capability. FlMTCAD's initial product will focus on the development of 

an open-ended software tool for the human-task interface. 

13.1.1 Performance Models/Analyses vs Biomechanical Models/Analyses 

While many types of analyses are possible, FlMTCAD focuses on performance analyses at 

each of the interfaces identified in Figure 2. Performance analyses are different from 

traditional kinematic or dynamic analyses commonly performed in biomechanics. 
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Nevertheless, an important class of perfonnance analyses depend upon traditional methods to 

provide the intennediate numerical data needed to drive actual perfonnance analysis. 

Two primary classes of models, and corresponding analyses, can be found within the 

general field of biomechanics. For lack of established distinguishing tenninology, these are 

tenned here as: 

1. biomechanical systems models 

2. system performance models 

In very general and perhaps obvious tenns, a biomechanical system model is a simplified 

representation of a particular biological system whose mechanical behavior is of interest. A 

system performance model is a simplified, and different, representation of a system whose 

performance is of interest. Mechanical behavior typically entails static and dynamic analyses 

involving the basic physical concepts of mass, inertia, stiffness, position, velocity, and 

acceleration. In contrast, system perfonnance pertains to all qualities that characterize the 

capacity of the system to execute its function(s). The quantification of these capacities is an 

essential component in the process of establishing system perfonnance models. Some 

qualities, such as maximum speed and range-of-motion from position extremes, can be 

derived directly from primary biomechanical variables. Others, such as strength and 

smoothness of movement, tend to be more abstract but are still derived using 

parameterizations of basic variables. The description of mechanical behavior is often required 

as the first step in establishing quantifiable measures for many human perfonnance capacities. 

Considering the human biological system of interest as a whole, a systems perfonnance 

model for a given subsystem recognizes dependencies on components external to the 

biomechanical domain such as vision and neuromotor control. In contrast, biomechanical 

models, almost by definition, typically focus on structural and mechanical properties, 

principles of materials, mechanical behavior, and dynamics. To address questions regarding 

perfonnance, classical biomechanical models are frequently required to link the perfonnance 

models of multiple subsystems together. Thus, while certain classes of questions regarding 

biomechanical behavior can be addressed without conSIderation of systems perfonnance, the 

converse is not true. 

Both types of models are necessary to investigate real physical systems. For example, 

consider models needed to address the following mechanical behavior vs. perfonnance 

behavior questions: 

1. Assess the mechanical behavior of a single force-transmitting anatomical structure, such 

as the popliteus muscle, as a function of knee configuration, motion, constraints, load, 

fiber type, fiber length, fiber pennation angle, subject, previous use, and 

external environment. 
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Assess the performance capacity of that muscle system, in concert with its supporting 

structures, to meet strength, speed, and endurance requirements in a specific athletic 

endeavor. 

2. Assess the load-carrying capability and joint load distribution in all relevant anatomical 

structures in the neighborhood of a body joint such as the knee complex during a specific 

athletic endeavor such as running. 

Assess the ability of a given subject's subsystems, such as flexors and extensors, to meet 

worst-case strength, range, and speed demands of a specific athletic endeavor without the 

need to know--or at times the ability to describe--the biomechanical behavior of individual 

anatomical structures. 

3. From a biomechanical linkage system model assess the force distribution in muscles, 

tendons, and ligaments in the arms and shoulder complex of a factory worker performing 

an assembly line task. 

From a performance model that includes a biomechanicallinkage system model, assess 

the capacity of the factory worker's arm and shoulder system to achieve required speed, 

positioning, accuracy, and force at the hand based only on knowledge of performance 

capacities of shoulder and upper extremity flexors, extensors and similar subsystems 

associated with the involved joints. 

While biomechanical models enjoy a strong theoretical rooting in disciplines with long 

histories, the concept of systems performance models and performance analysis are relatively 

new. Classical system theory [xl contains some relevant principles, but it does not directly 

address the distinct issue of system performance. The nature of problems addressed with 

these models, as well as the nature of their interrelationships, sometimes results in a blurring 

of the important distinctions raised herein. 

13.2 Implementing Systems Performance Analysis at the Human-Task 
Interface 

It is noted that the interface of two systems, such as a human and a workstation, is more 

appropriately modeled for the purpose at hand as the interface of the system (i.e., the human) 

to the task (Le., the operation of the workstation). Performance analyses are simple in 

concept and yet powerful as tools. Using the general systems performance theoretical 

constructs presented in References 10 and 13, systems performance is modeled in terms of 

available performance resources. Quantitative task characterization is achieved in terms of 

performance resource demands. The ultimate step in the analysis involves comparison of 

resources available RA to resource demands RD for each and every unique performance 

resource. Direct comparison enables the analyst to obtain the quantifiable data needed to 

determine performance resource sufficiency and/or inadequacy. The data provides sufficient 



www.manaraa.com

923 

information for quantifiable "Y"or "N" answers, estimates of performance reserve capacity, 

and estimates of performance limiting factors. 

The complexity of executing non-trivial systems performance analysis arises from the 

need to obtain numerical values for available performance resources and performance resource 

demands. Available performance resources can be determined from human performance 

measurements, databases thereof, and models that allow for their estimation. Resource 

availability for one or more performance resources associated with a given basic functional 

unit (e.g., a knee extensor) can frequently be estimated from measures of one or more other 

performance resources associated with the same functional unit. Note that resource demand 

values are also needed at the basic subsystem level, e.g., knee flexor, elbow extensior. This 

is the so-called "elemental level" of the Elementary Resource Model. To obtain numerical 

values for resource demands, the high level task must be defined in terms of function, 

goals(s), and possibly procedure. Then using knowledge of human structure, quasi-static 

and dynamic analyses can be developed that will support the mapping of generic task classes 

to performance resource requirements. 

A particular class of dynamic analysis called "linked multi-body analysis" is required for 

human systems. Such analysis permits the influence of the size, shape, mass of body 

segments, and the physics of motion to be taken into account during the mapping process. As 

a consequence of this need for biomechanic support analysis, HMTCAD requires structural 

data in addition to human performance data. Data can be obtained for general population 

groups or by direct measurement of an individual. Estimations for so-called "missing data" 

are derived from models that utilize easily obtainable data such as height, sex, and weight. 

These are interfaced to relevant databases that have been compiled from data freely available in 

the open biomedical community literature. 

Since the human system is highly redundant, there are different ways to accomplish a 

specific goal. This can be thought of as different ways to utilize the system's available 

performance resources. Whenever such flexibility exists, the thought arises regarding 

whether one task completion scenario is "better" than another. If so, this implies that a 

process of optimization must exist, i.e., what is the optimal way to combine available 

resources to achieve a specific goal. Resolution of the optimization issue introduces 

significant complexity into the problem of mapping a specified task goal into the estimation of 

resource demands at the elemental level. To complete the human performance analysis these 

estimates of resource requirements must be compared to measures and estimates of resources 

available. It is not sufficient to just obtain estimates for any resource demand profile that 

corresponds to "accomplishing the task goal." Rather, it is important to be able to obtain 

estimates of the resource demand profile (out of a family of possible alternatives) which 

corresponds to the optimal utilization of available performance resources. 
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Clearly, the full detail of perfonnance analysis when applied to the human-task interface is 

complex. The goal of HMTCAD is to simplify this process. Intelligent assistant system aids 

are to be provided to guide non-specialist users who need quantifiable results from a human 

performance analysis. This system will prompt users to supply, select, and manage the vast 

amounts of data needed to characterize both the human system and the task. It will also 

attempt to unburden the user from the need to determine how to specify complex intermediate 

calculations associated with dynamic analysis as well as the interpolation of intermediate 

results. 

13.3 Implementing Systems Performance Analysis at the System-Task 
Interface 

The approach used here is similar to that employed for the Human-Task interface. General 

system performance theory is used to model "the system" in terms of its performance 

resources. The key difference is that, compared to the human system which has a fixed and 

stable architecture over time, artificial systems are quite varied and are likely to change quite 

rapidly during their useful life as part of either the basic design process or field utilization. 

Thus, HMTCAD must eventually evolve a capability for easily defining an architecture of 

subsystems and interconnections, a performance model for any generic mechanical system, 

and for importing the required performance model after it is created with another software 

tool. The development of this HMTCAD component is a long-term objective. 

13.4 Integrating Systems Performance Analysis at "Human-Machine (Task)" 
and System-Task Interfaces 

A complete performance analysis of many situations encountered involves a human operating 

a machine which in-tum is executing a task. A classic example is telerobotics. This 

integrated analysis capability can be achieved by combining performance models for the 

human-task interface and the system-task interface. Performance analyses, including those 

requiring optimization, in given task situations must be performed across the performance 

resource pools associated both the human and the artificial system. Task sharing between the 

two components can be modeled using resource substitution principles of general systems 

performance theory. While crude prototypes of such analyses are envisioned to be available 

over the next two years, the tum-key type of analysis with this capability is one of the longest 

term objectives of the HMTCAD project. 
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u.s Further Evolution 

Once analysis of the various interfaces discussed above is implemented, it would be natural to 

envision modeling situations which involve more than one human and/or artificial system 

working completely or partially together to accomplish tasks. 

14 Summary 

The Man/Machine Interaction Dynamics and Performance (MMIDAP) project, lead by 

NASA's Goddard Space Flight Center (GSFC), seeks to create an ability to study the 

consequences of machine design alternatives relative to the performance of both the machine 

and its operator. The envisioned MMIDAP capability is to be used for mechanical system 

design, human performance assessment, extrapolation of man/machine interaction test data, 

biomedical engineering, and soft prototyping within a Concurrent Engineering system. This 

chapter has reviewed the existing methodologies and techniques needed to create such 

capability. It has attempted to outline ongoing efforts to integrate both human performance 

and musculoskeletal databases with the host of analysis capabilities necessary for the early 

design analysis of dynamic actions, reactions, and performance assessment of coupled 

machine-operator systems. The multibody system dynamics software program NDISCOS of 

GSFC and Cambridge Research can be used for machine and musculoskeletal dynamics 

modeling. The program JACK from the University of Pennsylvania can be used for 

estimating and animating whole body human response to given loading situations and motion 

constraints. The basic elements of performance (BEP) task decomposition methodologies 

associated with the University of Texas at Arlington's Human Performance Institute's BEP 

database can be used for human performance assessment. Techniques for resolving the 

statically indeterminant muscular load sharing problems can be used for a detailed 

understanding of potential musculotendon or ligamentous fatigue, pain, discomfort, and 

trauma problems. Real time man in the loop simulators at The University of Iowa can be used 

to obtain real human performance data in a realistic, yet simulated, environment. The 

MMIDAP problem as defined herein highlights the conflicting needs and views of groups that 

focus on machine design and groups that focus on human performance and cumulative injury 

potential. An attempt has been made to show that there is a critical need to integrate design 

and simulation tools and to establish multidisciplinary lines of communication. Futhermore 

an outline is provided of planned integration efforts for human performance analyses, 

associated databases, and mechanical system design capabilities. This integration effort is 

expected to provide the Concurrent Engineering community with an ability to perform the 

early system trade studies needed to assess man/machine interaction dynamics 

and performance. 
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Simulated Humans, Graphical Behaviors, and 
Animated Agents 
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Abstract: A variety of issues involved in visualizing human task behavior will be examined, 

focusing on the broad, yet vertically-integrated, effort at the University of Pennsylvania. 

Computer graphics visualization of the appearance, capabilities and performance of humans is 

a challenging task. From modeling reasonable body size and shape, through control of the 

highly redundant body linkage, to simulation of plausible motions, human figures offer 

numerous computational problems and constraints. Our research has produced a system, 

called Jack, for the definition, manipulation, animation, and human factors performance 

analysis of simulated human figures. Human motion can be visualized by interactive 

specification and simultaneous execution of multiple constraints. Enhanced control is 

provided by natural behaviors such as looking, reaching, balancing, lifting, stepping, 

walking, grasping, and so on. As an alternative to interactive specification, a simulation 

system allows a convenient temporal and spatial parallel "programming language" for 

behaviors. At an even higher level, we have been exploring the possibility of using Natural 

Language instructions, such as are found in assembly or maintenance manuals, to drive the 

behavior of our animated human agents. 

Keywords: human figure models I human factors I animation I computer graphics I 
interactive systems 

1 Introduction 

Present technology lets us approach human appearance and motion through computer 

graphics modeling and three-dimensional animation. By properly delimiting the scope and 

application of human models, we can move forward, not to replace humans, but to substitute 

adequate computational surrogates in various situations otherwise unsafe, impossible, or too 

expensive for the real thing. 
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Our goals are to build computatiorial models of human-like figures which, though they 

may not trick our senses into believing they are alive, nonetheless manifest animacy and 

convincing behavior. Toward this end, we: 

• Create an interactive computer graphics human model. 

• Endow it with reasonable biomechanical properties . 

• Provide it with "human-like" behaviors. 

• Use this simulated figure as an agent to effect changes in its world. 

• Describe and guide its tasks through natural language instructions. 

There are presently no perfect solutions to any of these problems, but significant advances 

have enabled the consideration of the suite of goals under uniform and consistent 

assumptions. Ultimately, we should be able to give our surrogate human directions that, in 

conjunction with suitable symbolic reasoning processes, make it appear to behave in a natural, 

appropriate, and intelligent fashion. Compromises will be essential, due to limits in 

computation, throughput of display hardware, and demands of real-time interaction, but our 

algorithms aim to balance the physical device constraints with carefully crafted models, 

general solutions, and thoughtful organization. 

Our study will tend to focus on one particularly well-motivated application for human 

models: human factors analysis. Visualizing the appearance, capabilities and performance of 

humans is an important and demanding application. From modeling realistic, or at least 

reasonable, body size and shape through the control of the highly redundant body skeleton to 

the simulation of plausible motions, human figures offer numerous computational problems 

and constraints. Building software for human factors applications serves a widespread, non

animator user population. Our software design has tried to take into account a wide variety of 

engineering design-oriented tasks, rather than just offer a computer graphics and animation 

tool for the already skilled or computer-sophisticated animator. 

The Computer Graphics Research Lab at the University of Pennsylvania has been 

involved in the research, design, and implementation of computer graphics human figure 

manipulation software since the late 1970s. The history of this effort is too lengthy to detail 

here; rather, we wish to describe the current state of our system, called Jack. The remainder 

of this paper discusses the major software features, organized around the topics of body and 

other geometric object structures, anthropometry, user interface, positioning, animation, 

analyses, rendering, virtual control, and animation from instructions. 

2 Summary of Jack Features 

The Jack software is built on Silicon Graphics workstations because those systems have the 

3-D graphics features that greatly aid the process of interacting with highly articulated figures 
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such as the human body. Of course, graphics capabilities themselves do not make a usable 

system. Our research has therefore focused on software to make the manipulation of a 

simulated human figure easy for a rather specific user population: human factors design 

engineers or ergonomics analysts involved in visualizing and assessing human motor 

performance, fit, reach, view, and other physical tasks in a workplace environment. Our 

program design has tried to take into account a wide variety of physical problem-oriented 

tasks, rather than just offer a computer graphics and animation tool for the already computer

sophisticated or skilled animator. 

As we continue to interact with human factors specialists, particularly our research 

sponsors, we have come to appreciate the broad range of problems they must address. The 

challenge to embed a reasonable set of capabilities in an integrated system has provided 

dramatic incentives to study issues and solutions in 3-D interaction methodologies, multiple 

goal positioning, collision avoidance motion planning, locomotion, and strength guided 

motion (Section 2.5). 

2.1 Body and Other Geometric Object Structure 

Bodies as well as all other geometric objects, called figures, are represented externally to Jack 

in a language (Peabody) which describes their attributes and topological connections [1]. 

Figures consist of segments connected by joints, each with various degrees of freedom and 

joint limits. Important points are termed sites and are used, for example, to describe the 

attachment locations of joints or the positions of notable landmarks. Geometric constraints 

are used to position figures in the world coordinate reference frame. 

The surface geometry associated with a segment has its own local coordinate system and 

is typically described as a network of polygons called psurfs. Jack is not intended to be, or 

substitute for, a "real" Computer-Aided Design system; we often obtain geometric data from 

other commercial CAD systems. 

The default human figure in Jack consists of 39 segments, 38 joints, and 88 degrees of 

freedom, including a full 17 vertebra spine. Fully articulated hands add 30 more segments, 

30 more joints, and 33 more degrees of freedom. 

The body structure is not built into Jack; rather, the default body is there for user 

convenience. Any topological structure can be defined through Peabody and manipulated in 

Jack. In particular, this allows the use of figure models with greater or lesser articulation, as 

well as mechanisms, robots, insects, and so on. 

The human shoulder has a complex joint structure. In Jack we model the shoulder 

accurately as a clavicle and shoulder set whose state is dependent on the position and 
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orientation of the upper arm [2]. The shoulder joint center therefore moves in a 

biomechanically reasonable fashion. Spherical joint limits add to the motion realism. 

Jack contains a hand model with fully articulated and joint-limited fingers and thumb. The 

more interesting feature, however, is an automatic grip. Given a geometric object that is to be 

grasped, the user can specify one of three types of grips -- power, precision, or disk [3] -

and Jack will move the hand to the object then move the fingers and hand into a reasonable 

grip position. The actual grip is completed by using real-time collision detection on the 

object's geometry to determine when finger motion should cease. 

2.1.1 Independent Surface Geometry Per Segment 

For interactive manipulation, detailed human figure surface geometry is usually unnecessary, 

however, the psurfs associated with each segment may be as simple or complex as desired. 

The default human model has a rather polyhedral appearance to keep the number of polygons 

low for graphical display update efficiency. The more accurate figures (the contour bodies, 

Section 2.1.2) may have hundreds of polygons per segment to give a smoother and more 

rounded appearance. The selections can be mixed from segment to segment: for example, a 

smoother head and face model with a default body. 

Clothing a figure is important for ergonomic analyses since clothing often affects mobility 

and joint limits. Jack presently contains three types of clothing: 

1. A rather simple kind which is simply a color differentiation for various segments (e.g. 

brown legs and lower torso yield "pants", blue upper torso and arms, a long-sleeved 

"shirt", etc.); 

2. A more realistic "thick" clothing, which is the actual expansion of the segment geometry 

(hence its diameter) relative to the segment axis while still preserving the overall shape; 

3. Additional equipment (such as helmets, tool belts, pockets, air supplies, etc.) attached or 

worn by simply adding appropriate geometric models to segments. 

All three improve graphics appearance. The second and third approach are the most 

noteworthy since thick clothing and equipment should affect joint limits. The attachment of 

loose fitting or draped clothing is another matter entirely and is not addressed here. 

2.1.2 Biostereometric Contour Bodies 

One of the most interesting body databases in Jack is derived from biostereometric 

(photographically) scanned body surface data of 76 subjects. Originally supplied by Kathleen 

Robinette of the U.S. Air Force Armstrong Aerospace Medical Research Laboratory, the data 

consists of approximately 6000 data points for each subject, organized by body segment and 
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arranged in parallel slices. We detennined reasonable joint centers from the segment contours 

and surlace landmark data, converted the segment topology into Peabody structures, and tiled 

the contours into polyhedral meshes [4]. The single torso segment in the original scanned 

body data was rigid. In the next section, we describe how we dramatically improved 

that situation. 

2.1.3 Seventeen Segment Flexible Torso with Vertebral Limits 

The lack of accurate flexibility in the torso is a notable weakness of most anthropometric 

models. Even the biostereometric bodies suffered from torso rigidity. We have constructed a 

17 segment vertebral column (from lumbar to thoracic) whose movements are dictated by 

kinematic limits and some simple parameters [5]. The torso, in tum, is broken into 17 

corresponding thick slices, one for each vertebra. With this arrangement, it is easy to have 

the contour body bend and "breathe" in a very realistic fashion. Movements of the torso are 

basically described by lateral, saggital, and axial rotations at the neck. 

2.1.4 Facial Model 

Humans have faces, and Jack provides a mechanism for presenting a face on a human figure. 

A photograph of a [real] face may be texture mapped onto a head psurj. The figure bears a 

close resemblance to a real person and the resulting image looks reasonable even when 

rotated. On the SOl VOX workstation, the texture appears on the surface in real-time, 

permitting interactive manipulation and animation of a recognizable figure. The only 

disadvantage is the rather delicate (for correct) positioning of the texture on the head. The 

facial features may also be animated [6]. While not important (perhaps) for human factors 

work, the expressions certainly enliven finished animations. 

2.2 Anthropometry 

Having a body model is one thing; being able to easily make it correspond to human size 

variation is another. Anthropometric scaling of body models is an important component of 

Jack [7,8]. Jack allows the manipulation and display of as many figures as desired up to the 

memory limits of the hardware. There are no restrictions whatsoever on the geometry, 

topology, or anthropometry used across the several figures. 
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2.2.1 Segment and Joint Attributes 

The human figures used in Jack have various attributes associated with them that are used 

during manipulation and task analysis. The current set includes segment dimensions, joint 

limits, moment of inertia, mass, center of mass, and joint strength [7,8]. Raw anthropometric 

measurements (e.g. for specific landmarks or composite measurements such as "sitting 

height") can also be associated with an individual in the database. 

The strength data may be based on tabular (empirical) data or strength prediction formulas 

[9]. Strength parameters may be either scaling (e.g. gender, handedness) or non-scaling (e.g. 

depending on the population). In any case, the user may alter the stored data or formulas to 

conform to whatever source or population model is desired. 

2.2.2 PopUlation Percentiles or Individuals 

Either population statistics may be used to provide percentile data, or else an actual database 

of [real] individuals may be used. The former, e.g., is common in U.S. Army analyses, 

while the latter is often used by NASA for the specific individuals in the astronaut 

trainee pool. 

The interface to the anthropometry database is through SASS: the Spreadsheet 

Anthropometric Scaling System [8]. As part of Jack, it offers flexible access to all the body 

attributes and a simple mechanism for changes. By making body segment groups such as the 

leg or the torso, dependencies between groups (such as stature = head + neck + torso + leg) 

can be defined and used in a spreadsheet-like fashion during body scaling. Peabody model 

files are created by SASS and made available to Jack. Alternatively, one can interactively 

manipulate the current body in SASS while displaying it in Jack to rapidly try out the effect of 

varying the individual, population percentile, gender, joint limits, etc. 

2.2.3 Concurrent Display of Interactively Selected Dimensions 

As noted above, a human figure may be modified by SASS while it is being displayed in 

Jack. In fact, the process is much more powerful than just updating a display. In Section 2.4, 

we will see that a figure may be subject to arbitrary goals for one or more of its joints. These 

goals are maintained (subject to joint limits and body integrity) during interactive 

manipulation. The process also applies to segment attribute changes done interactively in 

SASS: as the segment lengths change, e.g., the body will move to maintain the required 

position, orientation, or viewing constraints. It is therefore very easy to assess posture and 

viewing changes (as well as success or failure) across population percentiles or gender. 
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2.3 User Interface 

One of the the most attractive features of Jack is the natural user interface into the three

dimensional world [l,lD]. A significant part of the interface is offered by the hardware 

capabilities of the Silicon Graphics workstation upon which Jack is built. The software, 

however, makes this hardware power controllable. 

Jack relies solely on the standard three button mouse and keyboard for interaction. The 

mouse is used to perform direct manipulation on the 3-D scene, e.g. selecting objects by 

picking their images, translating objects by holding down one or two mouse buttons 

corresponding to spatial coordinates, etc. The mouse is also actively used to negotiate through 

the pop-up command menus. 

The keyboard is used for occasional command entry. The escape and control keys are 

used as meta-mouse buttons, e.g. to change the button interpretations from translation to 

rotation, or the affected coordinate frame from global to local. 

2.3.1 Natural 3-D Interactive Interface 

The naturalness of the interface arises from the coherence of user hand motions with the 

mouse and the correspondence between mouse cursor motion on the 2-D screen, a 3-D cursor 

(looking like a "jack") in the world, and 3-D objects displayed there. In particular, translations 

and rotations are selected with the mouse buttons (and perhaps a key), and the mouse motion 

is transformed into an appropriate 3-D cursor movement. Rotations display a wheel 

perpendicular to the selected axis; motion of the mouse cursor about the wheel display 

invokes a 3-D rotation about the actual axis. Any joint limits are respected. 

Other motions that are easy to perform in Jack include real-time end-effector dragging 

(Section 2.4). The position and orientation of the end-effector is controlled by the same 

mouse and button interpretation method. 

2.3.2 Multiple Windows 

Jack supports multiple independent windows into the current environment. Thus one could be 

a global view, one could be a view from a figure's eye, another could be a view from a certain 

light source (to see what is being illuminated), etc. The camera and lights are represented as 

psurfs so that they may be positioned and observed just as any other object in the scene. Of 

course, as the camera is moved in one view, the corresponding camera view window shows 

the changing image. The same result obtains if a window view is attached to a figure's eye, 

hand. or any site for that matter. 
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2.4 Positioning 

The manipulation power in Jack comes from novel real-time articulated figure positioning 

algorithms. These imbue the jointed figure with "behavioral fidelity"; that is, the ability to 

respond to varied positioning goals as well as to direct joint rotation. 

Although joint angles may be manipulated directly to position a figure, spatial position or 

orientation goals are more convenient. These cartesian goals are transformed to body joint 

angles by a real-time inverse kinematics procedure based on nonlinear optimization (with 

linear constraints, such as joint limits) [11,12]. The solution moves the selected joint (end

effector) to the goal if it is reachable, otherwise it moves as close as feasible given the figure 

posture, the joint chain, and the joint limits. Any failure distance is reported numerically as 

well. This movement does not represent how a person would actually move, nor does it 

attempt to find the "best" or most "natural" position. It merely achieves goals. For better 

postures, additional goals can be created and maintained. 

In practice, the constraints are organized into behaviors which may be applied to the figure 

[10,13]. Table 1 shows some of the behaviors currently implemented. 

MANIPULATION PRIMITIVES BEHAVIORAL PARAMETERS 

Move Foot Set Foot Behavior 
Move Center of Mass pivot 
Bend Torso hold global location 
Rotate Pelvis hold local location 
Move Hand keep heel on floor 
Move Head allow heel to rise 
Move Eyes Set Torso Behavior 

keep vertical 
PASSIVE BEHAVIORS hold global orientation 

Balance Point Follows Feet Set Head Behavior 
Foot Orientation Follows Balance Line fixate head 
Pelvis Follows Feet Orientation ,fixate eyes 
Hands Maintain Consistent Orientation Set Hand Behavior Root Through Center of Mass hands on hips 

hands on knees 
ACTIVE BEHAVIORS hold global location 

Take Step When Losing Balance hold local location 
bandon site Take Step When Pelvis is Twisted grabobiect 

Table 1. Behavioral Controls 

Since inverse kinematics is available, and since multiple goals may be active, Jack allows 

a joint to be moved interactively by attaching a position or orientation goal to the 3-D cursor 

controlled by the mouse [11]. The solution time is actually reduced because the current 

posture is likely to be close to the solution at the next input position, so the algorithm 
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converges quickly. To avoid waiting for the solution, however, Jack updates the joint angles 

at every graphics window update by taking the solution obtained thus far. As the goal is 

moved or rotated, the posture changes as quickly as possible and "catches up" with the user 

whenever there is a significant pause in cursor motion. 

One of the most interesting behaviors involves constraining the center of mass of a figure 

[10,13]. The center of mass is not a specific joint or point of the body, rather it is a computed 

quantity. Nonetheless, Jack permits it to be a participant in a goal. By constraining the center 

of mass to lie along a line goal above the figure's support polygon, a balanced reach may be 

effected. The motion is most dramatic when only one foot is constrained to the floor; moving 

a hand causes the other leg to lift off the floor for counterbalance when it is needed! This 

behavior allows us to interactively animate subtle weight shifting, single steps, and turning 

activities. In addition, since the computation of the center of mass will depend on any objects 

attached to the body (e.g. being held or worn), the motions automatically compensate for the 

new (static) distribution of weight. 

2.5 Animation 

The manipulations in Jack discussed so far are not really "animations" as we have already 

mentioned. For an animation, we expect some coherence and smoothness to the figure's 

motion; it is not enough to merely animate a numerical search no matter how clever or 

effective it is. Jack incorporates a number of mechanisms to produce human-like motion. 

The ability to provide key animation parameters is extended in Jack to include behaviors, 

constraints and goals. Thus the beginning, duration, and end times of any of these may be 

specified. As the interpretation of the behaviors proceeds in temporal order, a body posture 

satisfying the current set of active constraints is produced for each frame time. 

2.5.1 Strength Guided Motion 

A rather more useful, but more restricted, animation method developed by Lee uses the 

inherent strength model stored for a human figure as the basis for computing certain types of 

motion. If the task involves moving a weight rather slowly to some goal position, then a 

strength guided motion algorithm computes a motion path based on the strength model and 

two additional parameters [14]. The parameters are the comfort level at which the motion 

should be performed and the allowed deviation from a straight-line path to the goal. Using a 

number of strategies based on the available torque at each joint in an iUm (plus upper torso) 

joint chain, the algorithm computes an acceptable posture at every instant (e.g., 15 times a 

second) of the action. Strategies include moment reduction, pull back, adding joints, and 
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recoil to bring comfort to acceptable levels. A useful range of lifting and reaching motions 

may be produced, including weight lifting, rising from a chair, pulling the body upward in a 

chin-up, and two-person coordinated lifting. 

2.5.2 Collision Avoidance 

Reaching goals with a highly articulated human figure is greatly complicated by the massive 

redundancy in the joint structure. To add collision avoidance is to confront the inherent 

exponential complexity of manipulating long and even branched joint chains. To manage this 

complexity, Ching [15] breaks the joint chains into groups of one, two or three degrees of 

freedom and then solves the goals sequentially. While a complete solution may theoretically 

require exponential time, in practice the search space heuristics find a solution much more 

efficiently. (In particular, most constrained reach goals are not so pathological that exact, 

worst-case solutions are in fact required.) This algorithm allows the figure to safely reach 

through small apertures, move feet to step over obstacles, or even climb a rock wall if the 

hand and foot holds are given in advance. 

2.5.3 Posture Planning 

Ching's collision avoidance algorithm still requires that the goal posture be known. This is 

often an untenable assumption if we are trying to assess whether or not some task can be 

performed at all. In this case we use a more qualitative approach called "posture planning" 

[16]. In this technique, two processes determine possible motions toward the desired goals 

while also avoiding (in a very conservative way) collisions with the workplace. The first 

process postulates motions of major body components (such as the torso elevation, the hip 

height, the palm orientation, etc.) that are helpful in achieving the goals. These motions will 

almost always be mutually dependent on one another (due to body joint space redundancy). 

So the second process uses "envisionment" to simulate these possible goal-directed actions to 

see that they advance the figure toward the goals. Moreover, this process also checks for 

potential collisions with the workplace and adjusts the postulated motions to avoid impacts. 

Once a successful set of motions is discovered, they can be assembled and re-played to show 

the figure's movement to the desired goals. 
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2.5.4 Locomotion 

The figure in Jack can walk along a curved path [17]. The underlying gait is derived from 

biomechanics data. The curved path allows motion around obstacles and through doorways. 

The final position and orientation may be specified so that even a straight path will allow a 

different final facing direction. In addition, some of the primitive standing behaviors in Jack 
include taking a step or turning when the center of mass is moved or when the figure must 

regain balance. These minor stepping motions are an important part of the behavioral 

vocabulary of real people and have been ignored by animators. 

2.6 Analyses 

All the Jack features are available to compute certain aspects of some of the most commonly 

performed task analyses. We have already seen goal-directed reach. Other analyses include 

finding the reachable workspace, determining the eye view, showing static strength, torques, 

or force, showing the effect of population anthropometry on a particular situation, and 

demonstrating the results of an external task simulation. 

2.6.1 Reachable Space 

Jack can display a trace of any site; in particular, it can show the path of an end-effector as it 

is manipulated. The resulting trace gives a good idea of the reachable space as the end-effector 

is dragged about. Any joint chain can be used due to the general inverse kinematics solution. 

Other algorithms being studied by Alameldin can compute the reachable space boundary or 

volume off-line [18]. 

2.6.2 Eye View 

We have already seen that Jack can show the view from any object, in particular, a figure's 

eye. Besides the normal perspective view, a simplified retinal projection window may be 

drawn. Objects in front of the eye are mapped into a (radius, angle) polar plot. When features 

such as foveal or peripheral areas are drawn in the retinal window, the relative visibility of 

scene features may be assessed. Much of the useful effort in this analysis mode was 

accomplished by a collaboration with The Lighthouse in New York and NASA Ames [19]. 

In addition to the retinal window, translucent view "cones" may be displayed from the 

eyes of a human figure. With the apex at the eye lens center, the shape of the cones follows 
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any desired polygonal path, e.g. foveal area. By aiming the eyes with an intemctive goal, the 

view cones follow the point of interest, converging or diverging as needed (subject to eye 

"joint" limits). Since the cones are translucent, workplace objects show through, giving the 

user a good impression of what can and cannot be seen by the subject. 

2.6.3 Torque Load and Comfort 

Interactive gmphic displays of joint torque or end-effector forces may be shown in Jack as the 

user manipulates the figure [9]. Current as well as cumulative maximum forces or torques are 

displayed as moving bars in a strength box whose axes correspond to the joint's degrees of 

freedom. Individual, gender differentiated, and population percentile (e.g., 95th, 50th, and 

5th) strengths may be compactly and comparatively displayed. 

Torques along a joint chain may be shown, too. Given a force on an end-effector, Jack 

can compute and graphically display the reaction forces generated anywhere else in the body 

[9]. These torques may be graphically presented as color coded region on a contour body, 

instantly showing overloaded joints in red and safe loads in shades form white (no load) to 

blue (maximum load). In addition, a trace of the "safe" and "unsafe" regions (relative to the 

current strength model) is left in the display as the end-effector is moved about, producing a 

direct and real-time visualization of the accessible space. 

Since the strength guided motion computes the instantaneous (static) joint torques in the 

current (changing) body posture, this information is available for display. During such 

actions, moving bar charts can show the level of comfort, physical work, or fatigue. 

2.6.4 Interactive Body Sizing Under Active Constraints 

We have already mentioned that changes to bodies maqe in SASS would maintain (as well as 

possible) any active constraints. Thus testing for the effectively reachable workplace over any 

population mnge is nearly trivial: e.g. constrain the feet or lower body, set the reach goal for 

the desired end-effector, and alter the percentile field of the appropriate SASS spreadsheet 

display. In another situation, suppose the eye is constrained to the design eye point of a 

cockpit, the hands and feet are positioned to appropriate goals, and the shoulders and hips are 

restmined by point goals representing a suitable restraint system. Then running through the 

percentiles with reach goals for the hands, feet, and hips will show how well or how poorly 

the population can carry out that task. 
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2.6.5 Simulation from an External System 

The ultimate analysis tool is a simulation which executes some task and drives the human 

figure with a set of goals and timings. One of the principal issues involved in understanding 

and executing instructions is the form of the action planner. Classical planning strategies do 

not seem to suffice for human motion because people are highly redundant mechanisms and 

use flexible, incremental, and interruptible plan execution. 

In one recent experiment we used a discrete event simulator running over a Knowledge 

Base (a system called YAPS: [20,21). By building successively higher-level task actions 

from simple reach, attach, and release primitives, Levison was able to get YAPS to simulate 

the removal of a Fuel Control Valve from a hypothetical aitplane [22]. A human performance 

rate predictor based on Fitts' Law (if appropriate) [23] was used to postulate reasonable task 

durations for reach and viewing actions [20]. 

The Fitts' Law formulation for task time performance is adequate for very simple reach 

and view tasks. For more generality, the strength model can be referenced to obtain estimates 

of minimum trajectory times. This approach, however, is limited to knowing the strength 

model and, moreover, does not adequately compute timings for more complex task units (e.g. 

inserting a bolt into a hole). 

We are examining several task time databases to see how they might be incotporated into 

the simulator. These databases will be extremely useful for task analyses where nominal time

motion studies for such tasks have been extensively measured. In some cases, external task 

simulation software may provide the task sequence and timings, such as is done in the NASA 

Ames MIDAS helicopter simulation which uses Jack as the pilot mannequin. We have just 

begun another project to interface Jack with an Air Force Logistics planning and database 

system called DEPTH in order to study maintenance scenarios. 

We have recently re-designed our in-house simulation system. It now behaves more like a 

continuous system with adaptive step sizes and, more importantly, it can interact with the 

larger set of Jack behaviors through an object-oriented, reactive paradigm. For example, the 

locomotion behavior may be controlled incrementally through the simulation so that the figure 

may pursue interactively changing targets while simultaneously avoiding obstacles in the 

direct path. The simulator is reactive in the sense that the collision-free paths do not need to 

be precomputed; rather, the next step is based on the local configuration of objects to be 

approached or avoided. 

2.7 Rendering 

Besides the hardware image synthesis available for polyhedral models on the Silicon Graphics 

workstation, the Jack system includes a sophisticated ray-tracer and a radiosity renderer. The 
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ray-tracer does anti-aliasing, textures, specularity, translucency, reflections, shadows, 

multiple light sources, material properties, and chromatic aberrations. The radiosity renderer 

creates even more accurate diffuse lighting. The scene is automatically meshed to small psurj' 

patches, then radiosity correctly portrays area light sources, soft shadows and color 

bleeding effects. 

2.8 Virtual Humans 

By using a number of 6 degree of freedom sensors from Ascension Technology Corp., 

motion of the entire human body may be controlled interactively. The sensors are placed on 

the wrists (or palms), the small of the back, and the forehead. The two hand sensors provide 

position and orientation information for the principal end effectors. The back sensor 

approximates the location of the center of mass and provides locomotion and stepping 

information as well as pelvis orientation. The forehead sensor supplies gaze direction. These 

inputs directly control the nearly full range of Jack behaviors. (Hand gestures are not sensed, 

but could be with readily available hand pose sensing gloves.) The result is a virtual human, 

controlled by a minimally encumbered opemtor. 

2.9 Animation from Instructions 

Controlling human motion tasks specified by language commands or instructions is a long

term goal of our research. Analysis of the form and content of instructions has begun in 

collaboration with Computer and Information Science department faculty members Bonnie 

Webber and Mark Steedman [24]. This part of the project is called AnimNL: Animation from 

Natural Language. By having our human figure understand Natural Language instructions, it 

becomes an agent able to carry out the tasks and intentions of the instructor. 

In general, the idea is to process the language instructions into a plan graph of intended 

actions [25]. As the plan graph is incrementally elabomted to simulatable tasks, those actions 

are passed off to a context-dependent task--object motion manager. The manager determines 

the actual physical goals and approximate location for the agent. These are transferred to the 

incremental simulator which invokes necessary behaviors such as locomotion, posture 

planning, collision avoidance reach, balance, eye view directions, etc. Finally, Jack executes 

and animates the actions. 
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3 Conclusion 

Even though Jack is under continual development, it has nonetheless already proved to be a 

substantial computational tool in analyzing human abilities in physical workplaces. It is being 

applied to actual problems involving space vehicle inhabitants, helicopter pilots, maintenance 

technicians, foot soldiers, and tractor drivers. This broad range of applications is precisely the 

target we intended to reach. The general capabilities embedded in Jack attempt to mirror 

certain aspects of human performance, rather than the specific requirements of the 

corresponding workplace. 

We view the Jack system as the basis of a virtual animated agent that can carry out tasks 

and instructions in a simulated 3-D environment. While we have not yet fooled anyone into 

believing that the Jack figure is "real", its behaviors are becoming more reasonable and its 

repertoire of actions more extensive. When interactive control becomes more labor intensive 

than natural language instructional control, we will have reached a significant milestone 

toward an intelligent agent. 
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In considering operator-in-the-Ioop simulation much concern is rightly directed to the 

response of the human controller whose actions are vital with respect to performance of the 

overall system. Operator-in-the-Ioop simulation provides a cost-effective approach to 

understanding the performance envelope of any proposed system and is particularly relevant 

to the investigation of vehicles. However, the growth of full-fidelity manipulable simulation 

'worlds' has reflexively begun to provide a new and exciting window from which to frame 

innovative and critical questions about how we can understand behavior itself. In the first of 

the present synopses, Flach argues that just such capabilities are central to a full evaluation of 

a control-theoretic approach to evaluating operator performance. In the second paper, 

Hancock argues that it is only through the use of such facilities that the design, test, and 

evaluation of prototype in-vehicle collision avoidance warning systems can be accomplished. 

As a critical component of the general IVHS effort, the safety gains potentially associated with 

an effective collision warning system clearly make the investment worthwhile. Hancock 

further argues that, exactly how such tests are to be conducted and such systems are to be 

designed relies heavily upon real-world application of perceptual field theories associated with 

ecological views of the coupling between driver perception and action. 

However, full fidelity simulators are expensive systems and their cost/effectiveness has 

been questioned. Green explores ways in which many questions may be answered with 

reduced fidelity simulation. He develops a number of principals, which although simple in 

themself, have been largely ignored in previous interface developments. In citing a sequence 

of his own and others findings, Green indicates exactly how preferred design can be 

transferred from the realm of speculation to actual instantiation. In returning to the use of 

simulation, Caird points to a number of real and potential perceptual questions that might act 

to distort graphics worlds that the naive user may consider viable simply because they match 

in terms of metrical structure. He points to the lack of psychological knowledge and 

information that might resolve such issues. The general point that physical worlds are not 

simply equatable with perceptual worlds is one that has to be taken most seriously by graphic 
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world designers and anyone hoping to extrapolate from high-fidelity simulation to real-world 

performance. In the final component, Andre also examines problem issues in simulation. He 

emphasizes the need to 'know' the simulation environment as well as the real-world 

performance environment and illustrates his argument with a number of traps ready to snare 

the unwary investigator. Finally, he points to a sequence of contemporary problems in design 

which could have been obviated if simulation had been used early in the design sequence. 

The overall message from the collective presentations is clear. If concurrent engineering 

requires parallel consideration of multiple components of system design and manufacture, 

human factors issues should be given early prominence in any system that a human has to 

operate or maintain. Failure of early and adequate consideration of human factors will result in 

the spectacular failures that regale the news media. Although there are questions yet to be 

answered, the consensus of the present offering is that high-fidelity simulation is a vital tool 

in this process and is a central pillar of concurrent engineering approaches. While cost

effective in most environments, there are some systems that simply cannot be evaluated except 

using this form of assessment. The contemporary developments in computer capability to 

accomplish such simulation now make the widespread use of this approach a viable and 

advised strategy and is a facility especially welcome in the study of complex human behavior. 
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Abstract: Pursuant to the recent Intermodal Surface Transportation Efficiency Act (ISTEA), 

there has been a considerable apportionment of resources for developments in the area of 

Intelligent Vehicle Highway Systems (lVHS). IVHS promises, both here in the United States 

and in its various international forms, to address the questions of improved safe and efficient 

transportation. Such developments are mandated by the unacceptable levels of urban traffic 

congestion in most global conurbations and the epidemic level of traffic accidents which serve 

to rob society of human life and incur unsupportable burden on financial resources in the form 

of medical and insurance costs. IVHS can be divided into two major elements with respect to 

driver behavior. The first element, and one not dealt with in detail here, is assistance to 

navigation and congestion avoidance. The second, which is of central concern here, is 

collision avoidance. Collision avoidance systems seek to inform the driver of imminent or 

impending collision and to present assistance in conflict resolution. Just how such conflict 

resolution is to be enacted has yet to be determined. Various tactics have been suggested. 

They range from usurpation of control by some automatic system to messaging systems for 

preferred avoidance maneuvers. While the design and operational ramifications of these 

options are considered briefly here, the central theme is the critical use of simulation as a 

method for investigating and evaluating such alternatives. It is proposed that testing in high

fidelity simulation is currently the most, if not the only, viable option by which such 

technology can be safely instantiated. In examining this issue I contrast the situation specific 

approaches that appear to be favored in current research with an envelope approach based on 

the ecological analysis first posited by Gibson some fifty years ago. How simulation informs 

such design becomes a critical link if the safety aspects of IVHS are to reach fruition. 

Keywords: collision avoidance / intelligent vehicle highway systems / driver behavior 

Introduction 

A recent estimate of the 1991 vehicle collision frequency suggested that there were 3.5 million 

vehicle accidents in the United States that were reported and potentially another 3.5 million 
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that went unreported [1]. In 1990, the number of motor vehicle related deaths was 46,300, 

while the number of reported disabling injuries reach 1.7 million [2]. This fatality rate 

represents the equivalent death toll of approximately twice the number of fatalities in the Sioux 

City, Iowa air crash of a DC-lO every DAY. The societal burden is even greater when we add 

in the cost of care and the cost of suffering associated with permanent injury resulting from 

road traffic accidents. Such accidents are the leading cause of death in the United States up to 

the age of 38 and are the leading cause of all, accidental death up to the age of 78 [2]. Married 

to this grim picture is the realization that the number of vehicles on the roads of the developed 

and developing worlds is increasing at such a rate that unabated this number will exceed 

1 billion soon after the turn of the century. At comparable accident rates this would result in at 

least one fatality per minute and one permanent injury per second on a global scale. 

While these trends are daunting enough, they are not the whole picture. To these we can 

add the cost of the detriment associated with vehicle-related air pollution and the truly 

phenomenal costs that result from lost time as the workforce sits in traffic congestion waiting 

to get to and from the workplace. Little wonder that much serious consideration is given over 

to innovative solutions to these problems such as telecommuting. However, there is a more 

traditional approach to the question based upon the recognition that proliferation of freeways 

and arterials, even if it were possible, is not enough. In the United States such a program is 

generally recognized under the title Intelligent Vehicle-Highway Systems, or IVHS. IVHS 

mirrors a number of programs in the developed and developing world that seek to utilize the 

advantage of high technology in solving transportation questions. While the programs that 

have been initiated on differing continents are each designed to serve their own specific 

purposes, they are united in some general aims, foremost among which is the advancement of 

safety. It is on the central facet of this safety endeavor that the rest of the present work 

focuses. 

In-Vehicle Collision Avoidance Warning Systems 

It is perhaps the major selling point of IVHS that it promises improved road transportation 

safety. The principal way in which high technology promises to help reduce accident 

frequency is through the use of In-Vehicle Collision Avoidance Warning Systems 

(lVCA WS). These systems promise to provide the driver with timely information about the 

potential for imminent collision. Put in this way, the problem seems reasonable and somewhat 

straightforward. However, such a perspective is particularly misleading. One of the first steps 

on the road to a full understanding of the problems is the adoption of a systems perspective 

and to view collision-avoidance together with other common facets of IVHS development. In 

particular, the first efforts at in-vehicle information systems have been directed toward 



www.manaraa.com

949 

navigation aids that provide the driver with map information and more recently, dynamic, 

real-time information about the status of congestion in the immediate area. Predicated upon 

this assembly of information, intelligent aids can provide on-line recommendations about 

preferred route guidance and the appropriate ways in which to avoid stoppage and slow 

down. Yet in a fundamental way, collision-avoidance warning systems perform exactly the 

same function, except that the time constraint provides a quantitative different challenge. In 

many IVHS arenas, e.g., advanced traffic management systems. it is possible to import 

solutions that have been developed in other operational areas. However, this technology 

transfer does not appear to serve so w,ell in collision-avoidance. For example, the comparable 

system in aviation are the various configurations of the TCAS system. Yet even here the time 

window does not fall into the millisecond range that appears to constrain road-vehicle 

operators. There are perhaps comparable technologies in the robotics realm in which robot 

vehicles have been asked to perform navigation tasks in which obstacle avoidance is a critical 

concern. But such systems represent totally automated functions and this raises perhaps the 

central design issue in IVCA WS development. That is how the component elements of the 

collision avoidance task are to be delegated. 

One simple answer is to delegate all control to the automated systems upon detection of a 

collision situation. As one facet of the automated utopia (autopia), this solution has much 

appeal to the engineer who can then 'reduce' the problem, apparently, to one of algorithmic 

solution. In asking the rhetorical question, "would you want the first such system used in 

your car?", we can well imagine that the level of sophistication for flawless operation is 

unlikely to be forthcoming in the immediate future. One concern with such a system is the 

question of signal to noise ratio, such that we must consider the cost of a miss with respect to 

a false alarm. Missed signals (collisions) have a phenomenally high cost, yet their potential 

frequency is undoubtedly very low. Indeed some drivers may drive for decades without 

taking the sort of evasive action mandated of such a system. However, if great gain is focused 

on not missing signals, the problem of frequent false alarms is immediately encountered. It is 

well known from operation in other vehicles, e.g., single seat high-performance aircraft, that 

false alarms in warnings are highly distractive and disturbing to the operator. There is at 

present no simple solution to the trade-off that such a ratio implies other than the simple and 

simplistic affirmation of deriving a perfect detection algorithm. 

Given an actual imminent collision situation, how is the automated vehicle expected to 

respond. It is probable that for the alert driver, a number of options open themselves up, such 

as running off the road onto a soft shoulder, and this may be considered a preferred action 

given the expected cost of collision. However, given the myriad of environmental 

contingencies, how is an automated decision expected to perform the task of detection, 

evaluation, and action initiation within the available time frame? The computational power 

presently required to accomplish such action, were it actually possible, would certainly cost 
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many orders of magnitude more than the value of the car, which we cannot forget is 

manufactured in a competitive financial environment. Hopefully, such capabilities will 

become real within the coming years and the computational capability to support such action 

will drop in cost at rates comparable to today's logarithmic acceleration. However, in tthe 

absence of such availability, we need to keep the driver in the loop as we can assert that 

drivers currently are well able to avoid most obstacles set in their path. 

Driver-in-the-Loop Collision Avoidance Systems 

Despite the figures presented at the beginning of this paper, we cannot but wonder at the 

relative infrequency of collision given the number of opportunities on an everyday basis. 

Some may assert that this is especially true given their perceptions of the capabilities of other 

road users. It is difficult to speculate on the numerical potential for collisions in contemporary 

driving but from this perspective, it is clear that human controlled vehicles are able to navigate 

current road systems and avoid the vast majority of such events.1 It is important not to 

remove this capability prior to the unequivocal establishment of a proven superior system. 

The combination of human response augmented by machine information or action falls under 

a heading of a type of system that I have previously referred to as hybrid systems. The use of 

hybrid systems allows the retention of flexible actions as compared to the highly constrained 

environment that has to be enacted in early stages of automation. In hybrid architecture, 

proximal warning systems have to act as information augmentation and decision support and 

this is the role explored below. 

The idea of retaining driver-in-the-Ioop architecture, with the expectation of the final 

arbitration of avoidance action remaining with the human component is predicated upon a 

human-centered approach to IVHS system design [5,6]. While the human-centered approach 

presents numerous human factors related problems [5,7], the alternative systems architectures 

founded principally upon traffic engineering concerns hope to solve the problem via 

automation techniques with relatively little direct concern for the proximal user of the system, 

the driver. While such 'control' strategies have always had their appeal to the design engineer, 

1 At the recent IVHS America Meeting, Eugene Farber [3] speculated upon this frequency for one particular 
scenario which was rear-end collisions. By bounding the operational space to this one configuration he was 
able to derive the figure of approximately 0.5 million 'slow-downs' associated with the actions of a single 
driver for a lifetime of operation. Given the respective reliability of the "average' driver he further suggested 
some potential ways in which to consider the additive nature of warning aid reliability with this estimate of 
human reliability. Despite 'the inherent problems of integrating machine and human reliability [4], the 
approach advocated by Farber was one of shared actions which I put here under the title of a hybrid warning 
systems. It should also be noted that based on daylight driving, there is approximately one fatality per 
77,519,380 miles of driving [2,5]. All of these observations attest to the current capability of the driving 
population for safe vehicle operation. 
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it has been shown with increasing frequency that such design approaches are almost always 

doomed to failure as a result of the intrinsic assumptions that form their basic premise and 

foundation. As indicated earlier, the state-of-the-art in automated collision detection and 

avoidance is certainly not well enough advanced at present to subsume such a function, hence 

the notion of a hybrid approach is probably the preferred if not the only viable contemporary 

strategy. 

Having said this, we cannot adopt the design principles that have been enacted elsewhere 

in many complex systems of automating all that it is possible to automate and to leave the 

human as the "backup system of last resort." Indeed, the lessons from aviation, aerospace, 

process control and similar domains have taught the fallacies of such a strategy. This is 

particularly true of driving where the driver is liable to retain active control of steering, at least 

in the immediate future.2 Thus, if task allocation is not to become a default approach [8,9] as 

outlined above, or based simply on descriptive, machine-oriented comparisons 

[10,11,12,13], we must seek new approaches that will stand up to the rigors offast, real-time 

application that are the leitmotif of IVCA WS. 

One potential solution lies in the application of adaptive systems through the medium of 

intelligent interfaces [14]. Adaptive human-machine systems [15], which represent a 

particular subset of hybrid systems, emphasize the use of mutual adaptive capability on behalf 

of both human and machine to promote flexible and rapid response to uncertain conditions 

and unusual task demands. As such, their major usage is focused on transient, unstable, 

emergency conditions as typified by the imminent collision scenario. Adaptive human

machine systems are facilitated by the use of intelligent interfaces which act as a translation 

intermediary between human and machine framing and managing respective queries and 

actions of both human and machine in the language and format which is appropriate to each 

element. The use of intelligent interfaces as envisaged by Hancock and Chignell [14], has 

been suggested for application to numerous human factors problems raised by IVHS 

development [16], and IVCA WS appears to be perhaps the prime example where such 

development could be immediately evaluated. As the full range of questions and problems 

concerning such application cannot be fully aired in the present brief space, it is perhaps best 

to consider a way in which the problem of collision avoidance warning can be approached, 

which contrasts with the more traditional thoughts on this issue. 

2 I should note here that there are a number of active research efforts that seek to provide automated steering for 
the driver such that active guidance is not required. If and when such systems are installed into IVHS 
environments, the evolving role of the driver will converge rapidly with many other operators to whom 
management and decision-making have replaced active control. How such a change in role and demand will 
be greeted and faced by the vast range of skills and capabilities in the driving public is essentially unknown. 
How drivers will respond in conditions where differing proportions of vehicles are equipped with such 
capabilities is also uncertain. Such human factors questions again emphasize the necessity for using a 
human-centered approach. 
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Traditional Versus Field Approaches to IVCAWS 

While there are many practical questions as to the construction of collision-avoidance warning 

systems, behind such questions lie a more fundamental concern with how we can understand 

human interaction with complex technical systems. The time constraints involved in collision 

avoidance bring this discussion into particular prominence and such issues are aired briefly 

here. Traditional approaches to human-machine interaction are predicated upon an 

information-processing paradigm which has held sway for some forty years and had provided 

invaluable insights for a general understanding of human behavior. The quantitative nature of 

this endeavor has facilitated interaction with designers and engineers alike who seek to 

understand actions when humans are included in the control loop [17]. However, when we 

come to an understanding of the human response, primarily in a perceptual-motor domain, 

what is required is a much more thorough understanding of what constitutes the environment 

to which the individual must react. This is especially true for the dynamic and uncertain 

environments which connote a collision-avoidance situation. The notion advanced here is that 

we must draw upon more than the traditional information processing approach. Fortunately, 

such a complementary view is available and was fIrst presented some fIfty plus years ago by 

Gibson and Crooks [18]. Although this view blossomed into a full blown theoretical view of 

human and animal behavior [19], it is the initial work identifIed that is examined here in 

more detail. 

In their original work, Gibson and Crooks [18] pointed to the commonalties between 

driving and forms of 'natural' locomotion such as walking and running. In essence, each of 

these tasks requires the individual to navigate toward a goal while avoiding manifest obstacles 

and areas that might also slow or inhibit transportation to the goal. They protested that 

driving, which is locomotion via a tool, is predominantly a perceptual-motor task. While this 

seems a reasonable assertion, it is the case that attention and failures of attention are intimately 

involved with normal driving and accident scenaria. Thus driving cannot be a task requiring 

only a perceptual-motor demand. One of the valuable constructs advanced was the notion of a 

fIeld of safe travel which was represented as the fIeld of possible paths which a vehicle may 

take unimpeded. This fIeld is bounded by terrain, principally the roadway, and the moving 

objects. The task of steering is thus defIned as keeping the vehicle headed into the center of 

this fIeld. Allied to this notion of a fIeld of safe travel is a minimum stopping zone. While 

acceleration is a function of goal achievement, deceleration also sub serves the same function 

but principally by obstacle avoidance. Most frequently, the stopping zone is inside the fIeld of 

safe travel and it is suggested that drivers often act to keep the ration of the fIeld and zone 

close to constant in respect of the confIguration and obstacles in the roadway. The fIeld/zone 

ratio can be envisaged as an index of cautiousness. Gibson and Crooks observed that: 
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"A sudden /ronta/contraction or a shearing off of the field of safe travel which cuts it 
down or below the minimum stopping zone, produced in the driver a feeling of 
imminent collision, sometimes approaching panic, and an immediate and maximum 
braking reaction. There is an 'emergency.' Much more frequently, however, there 
occurs a gradual contraction of the field and, as it approaches the front boundary of 
the zone there follows a gradual slowing reaction of such strength as to keep the zone 
continually smaller than the field." 

Intrinsic to this latter statement is a position which is strongly advocated here. That is that 

accident likely scenarios cannot be considered simply as extensions of normal driving. This 

implication is perhaps present in the notion of gap acceptance, in which collision can be 

inferred as a function of the extremes of the range of gap acceptance. I suggest here that 

accident conditions are qualitatively distinct from typical stable states of vehicle operation. 

Thus accidents and their prevention must be considered as an allied but independent 

investigation from that of the typical driver's task. One reason for positing the above assertion 

is again found in Gibson and Crook's work. They noted that while curbs, shoulders and 

shallow ditches are frequently excluded from the field of safe travel, in an emergency it is 

precisely these paths that may be sought by the driver and this can be seen in everyday 

avoidance on the freeway in potential 'shunt' or 'domino' accident situations. Thus field of 

safe travel is actually the field of safest travel given the current conditions. In one actual left

turn accident situation recorded on video-tape, we have determined that the complex interplay 

between drivers acts to rapidly change these fields and it is the case that in this collision, and 

we suspect in many others [20], that it is the iterative interactive and correction process 

between the drivers that eventually leads to impact [21]. With respect to fields and zones, 

Gibson and Crooks [18] noted that: 

"These two (constructs) ... cannot of course be conceived as visible strictly speaking, 
in the sense that an object with a contour is visible. Nor are their boundaries sharply 
defined as are the lines and contours, although for convenience we may diagram them 
as if they were. They are fields within which certain behavior is possible. When they 
are perceived as such by the driver, the seeing and doing are merged in the same 
experience. " 

As a consequence of these observations we can see that driving is not simply locomotion in a 

free environment. First, the vehicles which act as locomotion prosthetics have velocity 

capabilities which exceed unaided human capability. Also most other moving obstacles are not 

insensate, but are purpose-directed, goal-oriented agents. Thus normal driving requires 

mutual cooperation and paradoxically some forms of collision require also require mutual 

'interaction.' If driving requires the maintenance of mutual field exclusion, then collision

avoidance warning systems must inform as to these fields, and the progressive incursion into 

these fields by other entities. Thus: 

"Safe and efficient driving is a matter of living up to the psychological travel and his 
minimum stopping zone must accord with the objective possibilities, and a ratio 
greater than unity must be maintained between them. This is the basic principle. High 
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speed, slippery roads, night driving, sharp curves, heavy traffic and thee like are 
'dangerous' when they are, because they lower the field-zone ratio. Hidden obstacles 
are dangerous, when they are, because they tend to put the driver's field of safe travel 
out of correspondence with reality." 

Implications for In-Vehicle Collision Avoidance Warning Systems 

In this brief space, it is certainly not possible to explore all the nuances of the work reported 

by Gibson and Crooks [18], and further as part of an evolving view of animal behavior in 

general it is certainly insufficient to describe the complexities of Gibson's subsequent work 

which remained directly pertinent to vehicle control [19,22]. However, the observations that 

have been made are certainly of direct pertinence to collision-avoidance warnings and indeed 

complex systems control in general [23]. Before considering their direct implications, a 

number of problems need to be resolved. First, while the definition of the objective qualities 

of the identified fields and zones is well articulated, the connection with perception and the 

intimate linkage to action is less clear. This is critical, as the design of an effective warning is 

predicated on the development of interfaces that 'directly' display such fields and zones [24]. 

A further problem that has yet to be even addressed in an adequate manner, is how we start to 

structure a sensor array that can convey the information concerning the safest field of travel, 

given the constraints of a collision imminent environment. As we are uncertain how the 

human operator achieves this evaluation it is more than problematic as to how to construct a 

definitive algorithm to achieve the same objective. In fact, it is with respect to this problem 

that we must begin to identify the cost-effective nature of fully automated versus hybrid 

'human-vehicle' collision avoidance control systems. Even given this information, how best 

to display it to the driver for maximum effectivity of response is still unclear. What is obvious 

is that the intrinsic time constraints defeat simple-minded alpha-numeric displays and suggest 

use of head-up multi-modal configurations. One manner with which to specify preferred 

zones of ProlUss would be throufih color representations of fields directly projected onto the 

windscreen of the vehicle. How this aim is accomplished with the dual requirement of a 100% 

collision identification rate (unfortunately in signal detection terms often referred to as hit 

rate), together with a requirement for a zero false alarm rate, in other words flawless 

observations, is also as yet undetermined. While the theoretical take-over of all functions by 

automated control appears to offer the 'best of all possible worlds', we live in a society with 

rampant litigation; hence even marginal failure of such a system, or worse subsequent 

collision resulting from initial automated avoidance, appears to be mired in the questions of 

responsibility. Also, it is very clear that operators of any system are unhappy and reticent to 

have control literally lifted from their hands at any stage of operation. If these are the 

challenges, then what tools and methodologies can we use to get the work done. 
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On the Use of High-Fidelity Simulation 

If the problems of NBS safety developments, as pertinent to in-vehicle operations have been 

briefly outlined above, and some avenues of potential progress have been suggested, the 

question remains how to test and evaluate such fledgling systems. As can be readily inferred 

from the tenor of the present comments, and the general nature of his section of the whole 

argument on approaches to concurrent engineering, one obvious approach lies in simulation. 

Unfortunately, the word "simulation" now covers such a vast realm of capability that simply 

advocating simulation is insufficiently specific. Vehicle simulation ranges from hand-held 

video games and PC-based programs to multi-million dollar facilities which veridic ally 

recreate the dynamics of contemporary aircraft and spacecraft. Contemporary simulation is not 

confined to the recreation of existing vehicles, but more and more is being used to test the 

behavior and performance of proposed vehicles which can more readily, efficiently, and 

cheaply tested in electronic media. A strong rationale for such approaches lies in the 

engineering costs of prototype development, verification, and validation and proposed new 

systems; indeed, many would protest that such benefits are the major impetus that drives the 

increasing use of high-fidelity environments. Indeed, others in this volume have expounded 

on just this issue, so that I do not focus on such a rationale here. Rather, the question here 

focuses on driver-in-the-loop testing and, for this purpose, specification of simulation is a 

critical first step. 

Some questions are $64 million questions and need many millions to derive a satisfactory 

answer. Some questions are $64 questions and the resources appropriated to such a question 

need also to be apportioned appropriately. In essence, simulation can be used to answer a 

wide realm of driver behavior questions and the central problem is the efficient choice of 

simulation level to provide useful and veridical answers to the questions posed. For example, 

we have conducted a number of head-up display evaluations for IVHS development in our 

fixed-base driving simulator [25,26]. It is an assumption, yet we believe a reasonable 

assumption, that the general principles that might be adduced from such experimental 

procedures would hold when applied to on-road driving. That is, the distortion and transfer 

effect, intrinsic in changing from fixed-base to on-road conditions, is insufficiently powerful 

to negate the main value of the findings given. Of course, it would be an advantage to perform 

all simulation functions in a full motion base, wrap-around graphics facility. However, in the 

present case, the nature and value of the question does not appear to dictate the use of such a 

facility, especially, as such findings have to undergo test-track and on-road 

evaluation anyway. 

Indeed, as many simulation-based developments are destined for both test-track and on

road verification and validation anyway, some would question the utility of very high-fidelity 

simulators. The solution does not lie in a priori knowledge. That is, we cannot know before 
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investigation which elements of perfonnance are critically dependent upon veridical motion 

cues and which are not. 3 However, as with experimental procedures themselves, we have to 

begin with assumptions which are then tested against actual perfonnance. The answer lies in a 

full range of simulation facilities that cover the spectrum of capability from the simple PC

based approaches to the on-going National Advanced Driving Simulator (NADS). Envisaging 

a suite of simulation facilities of ascendant capability is not a new insight, and indeed with 

simulation networks it is possible to provide collective interaction at remote sights with 

multiple capabilities. However, for some applications only high-fidelity is appropriate. It is 

asserted here that the initial prototype design test and evaluation and full verification of 

IVCA WS systems will have to proceed largely using such high-fidelity facilities. For this 

fonn of technology, which it should be remembered is a major rationale for IVHS itself, only 

simulation-based testing is immediately feasible. Test track and on-road evaluation, while they 

may come later in the testing program can only follow extensive evaluation in high

fidelity simulation. 

Put simply, we do not as yet know enough about the way in which purely manual 

collision avoidance actions are initiated. Also, we have insufficient knowledge about how that 

process fails in actual collision events. We have only dim shadows of evidence provided by 

epidemiological data about accident frequency and obscure distortions that come from accident 

reconstructions. At present, our knowledge about the dynamics involved in collisions and 

near misses is such that the design of collision avoidance warnings is a hazardous endeavor 

and may potentially heighten rather than diminish collision risk. Also, with a user-centered 

approach, we may very well attempt technological solutions to vestigial problems which 

themselves might be more easily defeated by a careful analysis of what the driver is trying to 

achieve [5]. While each of these cautions may be valid, it is still the case that dynamic 

collision avoidance engenders rapid vehicle maneuvers in which the response of the driver is, 

most probably, critically dependent upon the interaction of visual and motion cues which they 

are receiving. That alone justifies the creation and use of high-fidelity simulation 

testing environments. 

Summary and Conclusions 

In the preceding sections I have tried to present the following train of argument. First, 

contemporary investment in the transportation infrastructure mandates not only improved 

3 On a somewhat arbitrary basis, I am using the presence of an integrated motion base, that is one that 
produces true dynamic response as compared to random ride motion, as the differentiate between medium and 
high-fidelity simulation. Thus while a fixed-base environment can provide strong visual cues as to motion, 
the full scale integration with a motion base, as typified by commercial flight simulators for pilot training, 
are those which begin to approach and surpass the Turing test for artificial realism. 
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efficiency in moving· people and goods and a reduction in associated pollution, but also a 

critical focus on safety. Such a focus recognizes the unsupportable burden currently imposed 

by safety failures in road transportation. For IVHS, I have suggested that a major avenue 

through which safety improvements are expected to occur is through the use of proximity 

warning systems that can be generically referred to as In-Vehicle Collision-Avoidance 

Warning Systems (IVCAWS). I have further suggested that such systems are unlikely, at 

least in their early stages of development, to be purely automated systems which usurp control 

from the driver. Indeed, I have suggested that such a design approach is flawed and contains 

a number of inherent fallacies that have been put on view in other realms of technological 

development. I have suggested that intelligent interfaces should be of direct use in developing 

hybrid collision avoidance warning systems that seek to integrate the proven capabilities of 

human drivers with the nascent capabilities of proximal detection systems. However, the way 

in which humans currently accomplish such actions, and by extension how augmented 

information might be presented to them, might be better approached from an understanding of 

the tenets of ecological psychology, one approach to which, albeit from an older work, is 

given in some detail. I then argue what such a different approach might mean for IVCA WS. 

Finally, I suggest that design, test, evaluation, verification, and validation of proposed 

systems has to use simulation facilities and at least in most instances high-fidelity facilities 

such as those envisaged for the NADS. Absent such usage, we are not liable to reap the safety 

rewards hoped for and promised by IVHS. 
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Abstract: This chapter describes approaches that can be used to determine if systems are 

safe and easy to use. Examples are given from the author's research for a variety of driver 

information systems, particularly warning systems, traffic information systems, and 

navigation displays, as well as conventional instrumentation such as speedometers. 

Methods are needed to provide for an early focus on users and their tasks, to provide for 

empirical measurement, and to support iterative design. Approaches examined include 

focus groups, paper and pencil studies at a driver licensing office, response time 

experiments, rapid prototypes using HyperCard and SuperCard, procedures involving 

driving simulators, and on-the-road experiments in instrumented vehicles. Simple driving 

simulators (task loaders) have proven to be particularly useful over the years. Application 

of these approaches varies with the design phase, and with the personnel, facilities, and 

funding available. 

Keywords: human factors / ergonomics / driver interfaces / usability / navigation / design 

of controls / design of displays / vehicle design 

Background 

The purpose of this chapter is to 

• convince you that ease of use is very important 

• identify some of the issues of interest 

• describe methods used to examine the issues (with examples) 

• identify sources of additional information 

Human factors or human factors engineering, ergonomics, human engineering, and 

engineering psychology have all been used to identify the work discussed in this chapter. 

They are all concerned with making systems, equipment, and facilities safe and easy to use 
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and maintain. The differences among these terms are slight. Ergonomics and human 

factors engineering are the most widely used. 

The author's experience has been that systems usually fail because the human element 

was ignored, not because of poor mechanical or electrical design. As an example, the 

author does not know of any cases where naval vessels failed to perform their mission 

where, say, the boiler foundation collapsed. Heis aware of cases where boilers exploded 

because sailors were unable to monitor the equipment properly. That occurred because the 

compartment temperature was well above that at which sailors perform reliably. In other 

cases, the instrumentation was designed so errors were easy to make. While the human 

aspects of engineering had the greatest impact on system success, those aspects have proven 

to be the most challenging to solve and have received the least attention. 

The emphasis of this section is on human factors as applied to the design of driver 

information systems, especially those related to IVHS (Intelligent Vehicle/Highway 

Systems). Of interest are Navigation/Route Guidance, Traffic InformationlHazard Warning, 

Motorist Information/Trip Services (Yellow Pages), Vehicle Monitoring, and 

Cellular Phones. 

These systems can be made easy to use by applying human factors data from the 

literature, using analysis methods, and via experimentation. Devoted to the topic of human 

factors engineering are books [1,2], design standards [3], and journals (e.g., Applied 

Ergonomics, Human Factors, Ergonomics). Analysis methods such as the GOMS model 

[4] provide predictions of the time required to complete the task and insights into 

likely errors. 

Key Design Principles 

Good design will not result from mere knowledge of human factors data and calculation 

procedures, but from including human factors in the design process. The key, however, is 

getting the process right. In their 1985 paper, Gould and Lewis [5] identify three key design 

principles--early focus on users and tasks, empirical measurement, and iterative design. 

Early focus on users and tasks refers to identifying who will be using the equipment and 

what they will be doing with it. For example: How old are the users? How much do they 

know about the domain? How much experience have they had with similar systems? 

Which tasks are most important? What kinds of decisions will users make? Empirical 

measurement refers to collecting data on user performance and attitudes, especially early in 

development. Associated with this principle is the need for tools to prototype interfaces 

rapidly, as well as quantitative usability standards against which performance can be 

compared. Iterative design calls for repeated testing and re-designing of the interface until 
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it passes the usability specifications. Application of these principles has been central to the 

research on driver interfaces conducted by the UMTRI Human Factors Division. 

Paper and Pencil Methods 

One technique used in a recent project involved Focus Groups[6]. Typical users of a 

product, here groups of 10-12 people who drove cars equipped with high technology 

instrumentation (HUDs, touch screen computers, etc.), met with a trained moderator. There 

were four groups, two in Los Angeles and two in New York. Participants responded to 

questions about driver information systems (e.g., How do you learn to use them?) that were 

recorded on videotape by a hidden camera. The comments provided insights as to how 

drivers would interact with future systems. For example, in response to the learning 

question drivers said, 

The salesman showed me. It took more than an hour. 

Very simple, you read the manual. 

I like to play with gadgets. As a last resort I will read the manual. I like the 
challenge of solving problems and will only read the manual if I have failed. 

I couldn't make heads or tails of the manual. My brother figured it out. It's in 
English but it sounds as if it is in Swedish. My mom can't understand anything at 
all. 

It came with a cassette that went through everything. You just sit there. When you 
are all done it is in your head. You have heard it and seen it. The guy actually 
makes you work it while you sit in your car. 

A second approach is to ask drivers directly what an interface is showing or how to use 

it. Paelke and Green [7] were interested in a gesture-based traffic information system 

interface. People working at UMTRI saw a skeleton map of Detroit (Figure 1). Participants 

held nontechnical positions (clerks, secretaries) and were not involved with IVHS-related 

projects. They demonstrated the motion they would use on a touch screen for zoom in, 

zoom out, and other actions. There was no consistent response, suggesting that a gesture

based interface requiring no training was infeasible, so the idea was abandoned. While 

there are limits to this experiment, it nonetheless shows how a simple human factors 

experiment conducted early on can influence design direction. 

Another simple experiment concerned driver understanding of an in-vehicle warning 

display [8]. About 75 people were interviewed at a local driver licensing office. They were 

shown full size color printouts of various states of the display and asked "What is it telling 
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Figure 1. Skeleton Map Used in Gesture Display 

you?" The display, Figure 2, consisted of printed legends with two LEDs to the left of each 

legend, green on the far left to indicate OK, and red next to it to indicate a malfunction. 

While the interface seemed simple, many drivers did not fully understand it. For example, 

for the air conditioner light, drivers would refer to problems with drive belts, even though 

the words "fluid level" were in plain view. To convince engineers that design modifications 

were necessary, a videotape was made showing the reactions of a subject along with a 

summary of the results. The videotape convinced engineers that the approach and results of 

the experiment were sensible. 

VEHICLE MAINTENANCE MONITOR 

SERVICE FLUID LEVEL LAMP 
SERVICE ® 

~IFUEL IIBRAKE 
OUT 

RESET • 

II OIL CHG ~IWASHER ~ISTEERING 11M LOBE AM 

1130.000./ OOIRADIATOR ~I REAR 
~IAIR CO NO 

<: 

II BRAKE mlTRANS ~I LAMP A lli IillIOIL LINING N 11' FUSE 

Figure 2. Vehicle Maintenance Monitor Display 
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Driving Simulation 

To determine if user performance times meet system specifications, more sophisticated 

methods are required, typically involving either an instrumented vehicle or a driving 

simulator. For actions associated with the use of controls and displays, a high-fidelity 

simulator is often not necessary. For example, at UMTRI a simulator that runs on a 

Commodore-64 was developed [9]. The driver sits in a mockup of a 1985 Chrysler Laser 

and steers the vehicle down a single-lane road at night at a constant speed. A typical road 

scene is demonstrated in Figure 3. This scene has been shown on monitors of varying sizes 

and on projection video displays. The difficulty of the road (the sum of four nonharmonic 

sinusoids) can be varied and driver performance can be sampled at up to 10Hz. This system 

was originally developed for use in an experiment on driver fatigue [10], and has been used 

in about 20 experiments of brake lamp response times, the effect of highway sign materials 

on reading time, response times to brake lamps, the effects of mirror characteristics on 

driver performance, and so forth. 

Figure 3. Road Scene from Commodore Driving Simulator 

This system has proven extremely useful over the years and the hardware was 

inexpensive, less than $300 for the computer and a disk drive. On the other hand, over time 

as much as 100 times that amount has been spent on software development. In spite of that 

effort, the software has many drawbacks. Recently the software has been ported to a 286 
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computer and enhanced. The revised software has more comprehensive data logging and 

can communicate with other computers (so when the driver operates a control, the steering 

error is known). The enhanced simulator is now being used for studies on traffic 

information systems and car phones. 

Similarly, the Biosciences Division at UMTRI developed a 386-based simulator that 

used a CRT as the display. Steering wheel and accelerator inputs from an instrumented 

vehicle buck controlled the simulator. Theimage presented was.a curving two-lane road. 

This simulator provided a controlled environment for multiple hour studies of 

seating comfort. 

As part of a demonstration, the Engineering Research Division developed a simulator 

that displayed a straight road on a Macintosh computer. The steering device was a mouse, 

which was used to counteract the effects of random side winds. The simulator allowed for 

representation of vehicles with a wide range of dynamic characteristics. 

Currently underway at UMTRI is a combined effort of these three Divisions to develop 

a simulator for the Macintosh. It borrows baseline design requirements from the Human 

Factors Division simulator, dynamics from the Engineering Research simulator, and 

graphics contributions from Biosciences. Hardware includes a Macintosh II-class computer 

with a graphics accelerator card, the Human Factors Division buck, and a video projector. 

The simulator shows a two-lane curving road with a dashed centerline in color. It accepts 

both accelerator and steering wheel inputs. 

In developing these simulators, several lessons have been learned. 

1. Inexpensive simulators than can serve as task loaders and record driver performance 

are very useful. 

2. There is pent-up demand for simulator use. 

3. People are less willing to pay for simulator development than they are for 

simulator use. 

4. For navigation and crash avoidance/warning studies more sophisticated simulators 

are needed, though at the current time interest in funding them is low. 

One project using the Human Factors Division simulator concerned driver preferences 

for controls [11,12,13]. In two studies almost 200 drivers sat in a vehicle mockup. The 

surfaces where controls could be mounted were covered with Velcro®. Surrounding the 

driver on various mounting boards were over 250 types of push buttons, rocker switches, 

knobs, stalk controls, and so forth. Drivers selected the switch they wanted for each 

function (e.g., headlights on/off, hazard, etc.) and placed it at the location they preferred. 

Subsequently, drivers were asked to use each control while driving the simulator. About 

10-15% of the time, drivers changed their preferences for switch types or location. This 

indicated that operation of the controls was important to examine, for which a simple 

simulator was needed. This switch selection task, nicknamed the "Mr. Potato-Head 
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Method," provided a simple and direct means to identify driver preferences for instrument 

panel controls. 

Response Time Experiments 

Another approach used at UMTRI involves a PC that controls two random-access slide 

projectors to obtain driver response times to displays [14,15]. Each response is examined in 

real time, a unique feature. If a response is too fast (representing a fast guess), too slow 

(when the subject stops paying attention), or in error, the test slide is repeated at the end of 

the test block. This results in an equal number of correct responses with reasonable times 

for each display, vastly simplifying analysis. 

Three alternative methods of laboratory testing have been considered. In the control 

condition, drivers were shown slides of numeric speedometers on the instrument cluster. 

Their task was to press one of two buttons (speeding [over 55 mph] or not speeding). In a 

second condition drivers opemted the Human Factors Driving Simulator. At random times 

a slide of a speedometer appeared on the instrument cluster and drivers responded to it. In a 

third condition drivers fixated ahead, looking for arrows pointing left or right instead of a 

road scene. On half of the trials those arrows appeared, in response to which the driver 

pressed a left or right key. On trials when an arrow did not appear, the driver looked down 

at the instrument panel and made a speeding/not speeding decision in response to the 

panel slide. 

Performance in the control group (instrument panel alone condition) underpredicted 

performance of dual task conditions where legibility was poor because visual 

accommodation from the scene far ahead to the display just in front of them was absent. 

Variance in the arrows-panel task combination was less than that in the simulator condition. 

The arrows-panel combination was therefore used in a subsequent experiment. 

That next experiment determined the time required'to read a numeric speedometer. Five 

digit sizes, 3 locations, 3 contrast ratios, and 3 illumination levels were examined. From 

that research the following expression resulted. 

RT (ms) = 1054 - 320(A) + 1050(11H) +202(L) 

+89.6(l/ln(C)) - 9.58(1n(l)) + 4538(l1H2) 

where: A = driver Age group (l=old, 2=young) 
H = digit Height (5 to 19 mm) 
L = Location (l=eenter, 2=sides) 
C = Contrast ratio (1.5:1 to 20:1) 
I = Illumination (1.08 to 9151ux) 
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Rapid Prototyping 

Real driver interfaces are costly and time consuming to build, especially those related to 

IVHS. For human factors tests to impact design, testing must be completed before the 

actual hardware is available. As part of a DOT-funded project [16] and other research, the 

Human Factors Division has been using HyperCard and SuperCard on the Macintosh to 

prototype driver interfaces [17]. The use of Toolbook and Plus, object-oriented 

programming packages on the PC, has also been explored. These rapid prototyping tools 

have been used by others; for example, by Lockheed on the Space Station project, by GM 

on the TravTek project, by Motorola on the ADVANCE project, and by Ford for car 

phone studies. 

One experiment in progress at UMTRI concerns the retrieval and display of traffic 

information [7]. Drivers are seated in a vehicle mockup. While operating a driving 

simulator questions are presented auditorally (for example, "Are there any traffic problems 

on 1-96 west?"). Using one of several different touch screens (e.g., Figure 4), drivers 

retrieve the desired information (Figure 5), respond if there is a problem, and describe its 

location. 

Traffic Information 
1.Select Highway 

1-75 
1-94 

1-275 
1-696 
M-10 
MORE 

2.Select Direction 

West 
Enter 

East 
Enter 

Figure 4. Traffic Information Retrieval Display, Bidirectional Scrolling Menu Design 
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Traffic Information 11-696 East 1 
Accident 

near: 

Lanes Blocked _t Speed: 
125 mphl 

Figure 5. Text-Based Traffic Information Display 

Despite their name, creation of initial versions of these interfaces has not been rapid, 

taking months in some cases. Modification of them, however, has been relatively quick. 

Furthermore, with complex systems it may be difficult to develop prototypes that react as 

quickly as real systems. 

On-the-Road Tests 

While laboratory tests provide for careful control of test conditions and are immune to 

complications from mother nature, systems intended for use by drivers must ultimately be 

tested on the highway. To enable such tests, work has begun on an instrumented research 

vehicle. Of interest is how steadily people drive (in terms of speed and lane position), when 

various foot controls and the steering wheel are used, and where drivers glance (and for how 

long). A 1991 Honda Accord has been fitted with a video-based lane tracker (giving lane 

deviation to the nearest inch at 10 Hz) and sensors for steering wheel position (accurate to 

the nearest degree), accelerator position, brake on/off, and speed (accurate to the nearest 

mph), all interfaced to a 486 personal computer. Also connected to it will be a NAC model 

V eye tracker, which gives x, y fixation coordinates in real time. To record the forward 

scene and the driver, two color video cameras are installed along with a VCR, screen 
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splitter, and video monitor. To operate all of this equipment significant AC and DC power 

is required. This project is expected to be a large investment (costing about $ 1 ()(),OOO). 

Conclusions 

This section should give readers a sense of the importance of the human aspects of 

equipment design. The author has found that when systems fail to perform as desired, it is 

often because of human factors issues, not typical mechanical or electrical problems. It is 

therefore critical that human factors engineering be given equal footing with the other 

engineering aspects of design, and that such attention occur early in the design process. 

When designing something for human use, a first step should be to find out what people 

want and how the task is currently completed. Focus groups and other techniques can be 

used to help determine this. 

When the basic interface concepts have been identified, they should be presented to 

candidate users to obtain reactions. Candidate users might be associates working in other 

divisions, or, in the case of driver information systems, people at a driver licensing office. 

These paper and pencil tests can be very helpful in identifying design directions. 

Subsequently, comprehensive laboratory tests are desired. These tests may use 

simulations of interfaces constructed using rapid prototyping software such as HyperCard, 

or, in later stages, may involve elements of real hardware. Such tests usually involve timing 

of user performance and, in the case of vehicle interfaces, use of a driving simulator. In 

many instances the simulator serves as a task loader, so a high fidelity simulator is often not 

required. On-the-road tests should be conducted as well. 

Thus, for systems to be safe and easy for people to use, an understanding of who will be 

using those systems and how they will be used is critical. Further, once design approaches 

have been identified, user reactions and performance with them should be obtained. This 

should be done early in design. For the initial stages, paper and pencil mockups are 

sufficient, with rapid prototypes more appropriate for later use. To convince engineers of 

the significance of the kinds of problems users experience, videotapes of interactions should 

be made. Engineers often do not think of the human implications of what they design. 

Getting them to do so and to include human factors in the design process is a 

significant challenge. 
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The Perception of Visually Simulated Environments 

J. K. Caird 

Human Factors Research Laboratory, 60 Norris Hall, 172 Pillsbury Drive, S.E., University of Minnesota, 
Minneapolis, MN 55455 USA 

Abstract: The perception of simulated environments by the operator in-the-loop is 

examined. One objective of simulation is to provide realistic visual scenes for an operator to 

navigate through. While the physical re-creation of these synthetic environments has received 

considerable activity, less attention has been given to the perceived information conveyed by a 

simulated scene to an operator. In general, how perceptual differences between simulated and 

real scenes affect perception and subsequent action is not completely understood. To the 

extent it is understood, previous research done on the visual characteristics of flight and 

driving simulation is highlighted. The key issues of visual realism and fidelity, and distortion 

of spatial layout are elaborated. 

Keywords: visual simulation / visual realism and fidelity / distortion of spatial layout / 

space perception 

Introduction 

Simulation is a useful and adaptable tool for Concurrent Engineering, but it must be 

constructed and used wisely. Those that build and use the hardware and software of 

simulation systems need to look beyond just the accurate re-creation of physical reality to the 

psychological reality of the operator. At this level of analysis, which seeks to characterize the 

operator in the simulation loop, inferences and generalizations are drawn about operator 

capabilities in the real world based upon their actions within simulated environments. If 

performance measures extracted during simulation are to have sufficient ecological validity 

and generalizability, then the accuracy of visual information contained within simulated scenes 

requires systematic verification. Since many visual simulation problems are common across 

types and uses, the present paper draws from previous work in flight and driving simulation 

and perception to frame a discussion of the critical issues of visual fidelity, realism, and 

distortion of layout. 
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The National Research Council [1-2] reviewed the important facets of simulation and 

recognized the following broad categories as important: fundamental behavioral processes, the 

fidelity of simulation, vehicle motion cues, performance assessment, modeling, visual 

simulation, training, and training methods. Visual simulation was further divided into visual 

display characteristics, and scene content categories. Visual display characteristics included 

such factors as field of view, resolution, luminance, color and contrast [3-10], whereas scene 

content and visual cues included studies of scene detail, the degree of object abstraction, 

terrain, object density, and textural qualities [1,7-9, 11-14]. Two critical facets of simulation 

were highlighted. First, the technological substrate of computer graphics was (and is) 

advancing very rapidly. Second, at that time, a lexicon did not exist which enabled the 

identification of scene content. Of these points, the technical and perceptual are 

examined here. 

Visual Fidelity and Realism 

Throughout the visual simulation literature cited by the Committee on Human Factors [1], 

visual fidelity and realism received frequent mention. Physical visual fidelity was defined as, 

"The realistic degrees of freedom of spatial resolution, a correct rendering of luminance and 

color characteristics, the provision of field of view, as much depth of field in a flat plane 

presentation, and a continuous change in perspective to match the relative motion of the 

aircraft [or automobile] with respect to the outside world," [6, pg. 21]. Here, a simulated 

scene is taken to mean the reflected light from a projection surface which contains similar 

dynamic informational characteristics as the real world. In the most realistic case, which may 

not be achievable, the viewer should be unable to distinguish the pattern of information from a 

real or simulated scene. Considerable latitude, however, is possible in the parameters of 

visual fidelity. For example, although luminance levels far from replicate daylight conditions, 

they still exceed detection thresholds and therefore still afford active control and object 

recognition. Realism is not synonymous with fidelity, and is instead taken to mean the 

comprehensiveness or completeness of a simulated environment [7]. Overall, the various 

interpretations of visual fidelity and realism indicate that realism appears to be more related to 

scene content and visual cues, whereas, fidelity is more closely aligned with the accuracy of 

visual display characteristics. Over time, the use of the terms fidelity and realism have been 

used synonymously and without reference to the specific visual parameters which make a 

scene or display more or less realistic or accurate. As a consequence, the meaning of each 

term has become ambiguous and nominally useful. 

The majority of papers reviewed did not attempt to specify visual fidelity parameters 

necessary for various task requirements. The Transportation Research Board [15] was one 
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exception. They attempted to define high, medium, and low levels of visual simulation in 

tenns of various display characteristics and scene cues (see Table 1). These levels are also 

categorized by research task (see 15, Tables A.l to A.4I). The difficult question of matching 

the level of visual fidelity or realism to specific tasks is another critical problem for simulation 

researchers to resolve, but is beyond the scope of the present review. 

Visual System Fidelity High Medium Low 

Field of View 200· 120· 60· 

Brightness High Medium Low 
Movie Home TV <Home TV 

Contrast ~ 16 S/G 12S/G ~ 8 S/G 

Daytime scenes Yes/No 

Nighttime Scenes Yes/No 
Special Effects Fog, Glare, Sun, Etc. 

Resolution VH High Medium Low 
4 arc min 6 arc min 13 arc min 20 arc min 

Moving Models Number + Fidelity 

Scene Content Dense/Urban; Sparse; Urban 

Table 1: Characteristics of low, medium, and high levels of visual fidelity. Adapted from the 
Transportation Research Board [15, Appendix A, Table A.O]. 

Physical and psychological fidelity of simulation are further differentiable [16]. A number 

of psychological dimensions were suggested [16, pg. 5] and included: "the scope, extent, or 

segment of the environment represented in the simulation; the duration of the interaction 

between man and environment; the degree of effector interactions; the importance and degree 

of involvement with others; and the extent of perceived realism and related cognitive states." 

Psychological fidelity and realism are, undoubtedly, emergent properties of the repeated 

interaction between an operator and a simulated scene. While the physical dimensions of 

fidelity have received considerable attention, the identification of specific psychological 

dimensions of visual systems, given a set of task requirements, has been largely neglected. 

Typically, the perceptual impact of various fidelity and realism improvements has amounted to 

little more than confinnations of how good a particular scene looks to an "expert" viewer. For 

example, pilots and flight trainers, in their evaluations of visual systems, would judge a 

system and give improvement requirements such as; increased display resolution, additional 

texturing and shadowing, and reduced interaction lag [5, 16]. An interesting bias inherent in 

this type of evaluation was the skepticism of systems which were perceived to be unrealistic. 
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The by-product of this bias was an emphasis on more visual realism and fidelity as opposed 

to additional evaluation and perceptual experimentation to determine necessary perceptual 

requirements. Table 1 is important for providing fidelity and realism guidelines, however, it 

falls short of mapping physical dimensions to perceptual dimensions specific to driver 

behavior. Once the prerequisite experimentation has been executed, an extension to Table 1 

would logically include physical system requirements for visual fidelity and realism mapped 

to important perceptual dimensions. 

An argument was put forth by the National Research Council [1, pg. 39], namely: "It is 

possible (some say likely) that extremely high visual fidelity, in the engineering sense, will 

soon overtake the current need for perceptual research on visual displays for simulators." 

While advances in computer graphics architecture and algorithms will surely increase visual 

fidelity and realism, this argument fails to consider system cost, purpose or task 

requirements. Visual fidelity tends to covary with simulator cost [2, 8-9, 15-19]. Most 

simulation systems are constrained by cost and cannot include all the visual technologically 

available. Decisions on the side of providing greater visual realism and fidelity can be viewed 

as a conservative approach to capturing task requirements failing appropriate task 

decomposition and experimentation. Consequently, visual fidelity and realism, almost by 

default, have been advanced as the constructs necessary for "improving" simulation. Also, 

many system instantiations cannot wait until visual technology matures or become cost 

available. Failure to consider previous and future research on perception within visual 

simulation will surely result in high fidelity simulators which produce operator performance 

data of questionable validity and generalizability. 

A comparison between flight and driving tasks also seems to indicate the need for greater 

scene accuracy and detail for driving. As a driver locomotes through a simulated traffic 

environment, she encounters a flow ground plane texture, fixed objects, and other moving 

vehicles. The rate of environmental flow is elevated in driving compared to flight since the 

driver is close to the ground, whereas, the pilot is far above the ground. Exceptions to this 

generalization are of course take-off, landing, and low-level flight, but in the general case the 

graphics power needed for driving appears to be greater than for flight. It is tempting to 

conclude that higher visual fidelity and realism are therefore necessary. However, for the task 

of driving, the minimal necessary perceptual information is not known. For example, is it 

sufficient to have only an accurately placed horizon line at infinity, a ground plane, and 

roadway edge-lines and center-stripes, all accurately coupled to driver inputs? How much 

scene detail is sufficient and how much is not needed for certain driving scenarios? While 

counter-intuitive, the rempval or degradation of visual information helps establish minimal 

levels of task information. Many video driving games get by with minimal detail. 
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Distortion Of Perceived Layout 

The placement of the viewpoint of the eye with respect to a simulated scene is important for 

accurate viewing. In computer graphics, the optimal placement of the eye with respect to a 

projection plane (the screen or CRT) is termed the viewport. Similarly, in perception the 

location of the eye as it views a picture plane is termed a viewpoint. If the eye is placed at the 

correct viewpoint, the spatial information of all objects on a flat (or curved) screen is the 

spatial layout. The perception of spatial layout is defined as the perception of distances, sizes 

and tilts of objects and surfaces within a simulated environment [20, pg. 1]. The perception of 

the layout of objects and planes represented in a scene or where objects are with respect to the 

operator is fundamental to active navigation through it. Therefore, the correct placement of 

objects in visual space by the underlying computational processes, the placement of the eye at 

the viewpoint, and any necessary corrections for distortions imposed by projection optics or 

screen curvature are paramount to layout fidelity. Further, perceived and actual layout are 

intimately dependent upon the field of view available to an observer. For example, in driving 

simulation, information for turning right or left is available by turning to that direction for 

information. Without a wrap-around presentation system or the coupling of a display to a 

driver's head movements, this information is simply not available. Similar field of view 

constraints are evidenced in flight simulation depending on needed task information. 

As mentioned, a number of computational, material, and perceptual factors can produce 

distortions in the overall layout of a simulated scene. "Deviations from the correct viewing 

position result in distortions, blurring, and, ultimately, loss of view," [6, pg. 10]. Failure to 

place the eye at the correct viewpoint will result in the distortion of the scene [20-22]. 

Movement of the eye to the right and left, up or down, and in and out from the display surface 

produces a variety of layout distortions such as compression and shearing of images. What is 

not known, however, is the effect of these viewpoint changes on the overall perception of 

scene layout and subsequent actions to navigate through an environment. To experimentally 

test the various parameters affecting the perception of layout, requires the manipulation of 

viewpoint to determine the effect of distortion on a set of critical tasks. Assuming that the eye 

is at the correct viewport, distortions can also be subtly introduced by the accuracy of 

rendering geometry and display system properties [20,24]. Curvature and material properties 

of wrap-around and CRT screens, screen joints, and projection optics also produce non-linear 

distortions of perceived spatial layout. In each case, the degree that these distortions in layout 

affect operator performance is not known. Finally, in addition to spatial layout other 

perceptual information has been identified as fundamental for movement through simulated 

environments and includes: textural distribution, vanishing limits and horizon ratio [25-28]. 

Manipulation of these perceptual invariants would serve to further validate the adequacy and 

accuracy of scene composition. 
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Summary and Conclusions 

The utility of visual fidelity and realism as defining visual simulation characteristics and the 

effect of distortions on the perception of spatial layout was discussed. Two important 

conclusions can be drawn from this review. First, accepting the assumption that production of 

more realistic simulated scenes will eliminate the need to verify and experiment with the 

perceptual characteristics of simulation systems is particularly unwise. Failure to heed this 

conclusion will probably result in questionable generalizations about operator capabilities 

derived from such systems. Seconp, methodologies which directly and systematically 

compare real driving with simulated driving are absent and require the immediate attention of 

researchers. A comparative methodology which is capable identifying the minimal perceptual 

information for driving in real or synthetic environments should be developed. In 

combination, through further perceptual experimentation and comparison between real and 

simulated environments, visual simulation systems will become the tools of choice for many 

disciplines which seek to advance our understanding of safe human-machine operation. 
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Abstract: Recent advances in computer and display systems technology have made vehicle 

driving simulators a viable training and evaluation resource for both civilian and military 

operations. Such computer-aided simulation has unlimited human factors applications for 

improving the safety, efficiency, and cost of a wide variety of mechanical vehicle systems. 

However, technological capabilities do not, by themselves, improve the design or training 

process. For simulators to be effective, users must understand the complexities of the 

simulation system, exercise control over the simulator's technological capabilities, and 

determine relevant criteria for simulation fidelity. Drawing on the experiences of the aviation 

community, this paper focuses on four important issues/applications for vehicle driving 

simulation: 1) modeling the simulation environment, 2) simulator fidelity and design, 

3) automotive design evaluation (displays and controls), and 4) driver education and training. 
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Introduction 

Recent advances in computer processing and display systems technology have made vehicle 

driving simulators a viable research, training, and design resource for both civilian and 

military operations. Such computer-aided simulation has unlimited human factors 

applications for improving the safety, efficiency, and cost of a wide variety of mechanical 

vehicle systems. Nevertheless, our lack of knowledge of the complex simulator systems we 

use often inhibits us from conducting a proper study of the vehicle system or human-vehicle 

interface in question. Even in the aviation community, which has over 60 years of experience 

with aircraft simulators, there is no consensus pertaining to simulator effectiveness or design 

criteria [1]; a fact which underscores the complexity of seemingly straightforward 

simulation environments. 
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How can vehicle simulation be used to achieve its goal as an effective, low-cost, and safe 

tool for research, training, and design applications? It is argued here that simulator 

effectiveness, for the most part, lies in the hand of the user, who must understand the 

complexities of the simulation system, exercise control over the simulator's technological 

capabilities, and determine relevant criteria for simulation fidelity. In this context, and 

drawing on the experiences of the aviation community, the present paper focuses on four 

issues/applications for vehicle driving simulation: 1) modeling the. simulation environment, 

2) simulator fidelity and design criteria, 3) automotive design evaluation (displays and 

controls), and 4) driver education and testing. 

Modeling the Simulation Environment 

There is no doubt that good research starts with a thorough understanding of the actual 

vehicle, the driver, and the environment in which they interact. Understanding the 

complexities of the human-vehicle system allows the researcher to better specify and control 

those elements of the complex environment he or she is interested in. Of course, the careful 

study of complex problems almost always requires some form of reductionism. 

Accordingly, simulators, when used effectively, are powerful tools for studying complex 

human-machine behavior with a good deal of experimental control. Yet their effectiveness is 

often limited because the researcher lacks an understanding (or model) of the relationship 

between properties of the simulation system and those of the "real world" system they wish to 

optimize or study through simulation. 

Modeling the simulation environment is difficult for two reasons: First, the sheer 

complexity of the simulation environment, which is often greater than that of the actual 

vehicle, is novel to the user and therefore difficult to assess off-hand. Second, demand 

characteristics of the task often interfere, or interact, with the experimenter's manipulations. 

Simulators, much like the vehicles they emulate, are complex machines. Hundreds, if not 

thousands, of parameters related to displays, controls, and vehicle model characteristics can 

(and do) vary. But not all of these variables are controlled, let alone realized, by the 

researcher or designer, whose efforts are (at least) usually directed toward understanding and 

carefully manipulating task-relevant properties of the human-vehicle environment in question. 

Consider the following situations recently encountered by myself and Dr. Walt Johnson while 

conducting a full-mission simulation experiment in an advanced rotorcraft simulator with a 

helmet-mounted display [see Ref. 2]. 

One part of the study (unpublished) required the pilots to maintain a hover position at a 

fixed altitude while being disturbed by wind in the vertical axis. This maneuver was 

performed in the context of two viewing conditions (biocular and binocular) and various 
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levels of scene detail (e.g., patterned and unpatterned ground texture) to assess the effects of 

visual cues on hover stability. So, what unexpected problems did we encounter in this part of 

the study? One thing that we didn't realize was that the simulator's collective, the device used 

for altitude control, was being implemented in a much more sensitive fashion than found in 

any operating helicopter. The over-sensitivity of the collective made it almost impossible for 

the pilots to effectively control the imposed disturbance. Thus, we failed to accurately 

simulate an important part of the real-world system. 

Another example, from the same experiment, serves to illustrate how demand 

characteristics can interfere with experimental manipulations. Here, the task was to maintain a 

fixed hover position, in the absence of disturbances, near various ground textures and vertical 

structures (e.g., an open field versus a village). How was this task accomplished when good 

positional cues were absent? Pilots, in this case, used cues provided by burned-out fiber 

optic elements in their helmet-mounted display to effectively judge their own position and 

movement. Pilot comments during the post-mission interviews revealed that the relative 

motion between the small black holes left by the burned-out elements and features on the 

ground surface allowed the pilots to accurately detect very small positional variations of 

the craft. 

The lesson here is "don't underestimate the will of the operator." Their goal is to succeed 

in the task; a goal that is made more desirable by the fun and excitement of operating a virtual 

vehicle. Accordingly, researchers must be aware that simulator subjects will often use 

whatever cues are available to perform the task well, even when they know such cues are 

unintentionally present, and/or are never available in the real world. 

Simulator Fidelity and Design 

Vehicle simulation, by definition, always represents some degree of abstraction from reality, 

for the simple reason that a simulator is not a vehicle. 'How large a degree of abstraction is 

tolerable depends mainly on the goals and purposes of the simulation. Simulator uses fall into 

three main categories--research, training, and testing--each having a unique, although not 

exclusive, set of fidelity criteria. 

Research simulators must, by definition, be much more advanced and flexible than 

either training or testing simulators [3]. They must be capable of simulating a wide variety of 

visual scenes, displays, and controls, in addition to varying the computational models that 

connect them [3]. Further, some simulators must be capable of simulating more than one 

model or type of vehicle (e.g., automobile or aircraft). Given this technological flexibility, it 

is imperative that simulator fidelity be assessed according to the research questions being 

asked and the operational arena of generalization. 
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If, for example, one were to simulate and compare two different automotive speedometer 

formats (e.g., analog versus digital), it may be unnecessary to 'invest time, money, and 

computing resources generating a highly detailed visual scene or using a motion-base 

simulator. On the other hand, if one wanted to study how drivers maintain vehicle control 

and stability, then realistic representations of the dynamic visual and motion cues available 

while driving, as well as the vehicle controls, may be required. Still, other situations require 

some median level of simulator fidelity. For example, the study of car sickness in a simulator 

may require employing a realistic visual-motion response model but does not dictate using an 

actual steering wheel over a joystick (or similar device) for vehicle control. The lesson here is 

that simulator fidelity should not be measured in absolute terms but rather relative to the 

critical information components of the problem space; a notion echoed recently by Owen 

and Johnson [3]. 

Research simulators have unique and varying requirements for their own design as well. 

Because the researcher must be able to easily manipulate a wide variety of scenarios and 

collect performance data from each, the design of the simulator's experimenter interface can 

have a large impact on its effectiveness as a research tool. The ability to specify performance 

metrics and sample them at various rates, to communicate with subjects during and between 

trials, to manipulate experimental factors on-line, to record eye movements or other non

verbal behaviors, are but just a few of the research simulator's experimenter-interface 

requirements. Unfortunately, though, far less attention has been paid to such simulatSl.[ 

features as has been paid to some of the simulatiwl features noted above (e.g., motion 

platforms, wraparound visual systems, etc.). Notwithstanding, the experimenter interface is 

often inundated with unnecessary, and often dysfunctional, high technology features much 

like the simulation testbed. For example, tightly-spaced touch panel controls and multi

function electronic displays do little to aid the experimenter's awareness, or control, of a 

complex and dynamic simulation. 

Training simUlators have been widely used and accepted in the aviation community for 

over 40 years because of their proven ability to enhance the crew's performance in a safe and 

costly manner [1]. Likewise, they have the potential to increase the safety and efficiency of 

automotive operations as well (discussed later in this paper). Certainly, fundamental 

engineering criteria, such as the extent to which the simulator's model reflects the actual 

vehicle's characteristics, is a more important consideration when a simulator is to be used for 

training. Yet, surprisingly, there is little evidence that increasing the physical similarity 

between the flight simulator and the actual aircraft produces corresponding increases in skill 

transfer [2]. For example, several simulation studies which have tested transfer to the aircraft 

have found little or no training benefit for the addition of a motion system [4]. In fact, some 

studies have indicated that a bad motion system may be worse than no motion system 

at all [1]. 
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How can it be that departures from reality result in better transfer of training than high 

fidelity simulators? Here again, the answer lies in the concept of information [see Ref. 3]. 

Simply stated, if a training device, no matter how abstract, emphasizes the user's active 

manipulation of "the functionally useful properties in the structure of stimulation" [3]--that is, 

task-relevant information--high skill transfer to the actual vehicle environment is likely. 

Simply replicating the physical structure of the vehicle environment is not enough to guarantee 

high transfer of training. Thus, the former strategy, that of high "information fidelity," 

allows the researcher to focus on how the driver behaves in comparison to the driver of an 

actual vehicle. In contrast, the latter strategy, that of high "physical fidelity," limits the focus 

to what the simulator does in comparison to the actual vehicle. 

Testing simulators for type ratings and recertification have become more common in 

the aviation industry as the technology to duplicate almost every aspect of modem aircraft and 

the aviation environment (air traffic control, weather, other aircraft) has become available. 

Here, the argument for exact replication is a defensible one, since we are interested solely in 

assessing how well the pilot (or driver) can operate a specific aircraft (or car) and only use 

simulation as a simple surrogate in order to save time and money. Moreover, as will be 

discussed later in this paper, simulators may provide an even better test instrument than 

actual vehicles. 

Automotive Design Evaluation 

Automotive displays and controls play an important role in the comfort, convenience, and 

safety of the driver. In the past, there was little variance between different makes and models 

as to the design and placement of automotive displays and controls; most displays were 

analog in format and located at the top center portion of the dashboard. Today, the same 

displays come in a variety of formats, including analog, digital, graphical, and auditory. 

Further, new displays and controls have been introduced that didn't even exist before, such as 

car phones, electronic navigation maps, and head-up displays (HUDs). 

With no human factors standards dictating one format over another, automotive engineers 

and designers are often forced to make intuitive decisions and/or to conduct time-consuming 

research regarding display/control implementation. Unfortunately, neither intuitive reasoning 

nor part-task research can address the full array of contemporary display/control design 

issues. The reason is simple; many design issues can only be understood by studying the 

dynamic interactions of the person, vehicle, and environment. Naturally, vehicle driving 

simulators can provide the platform for such study early in the design process. 

To examine this thesis, I refer the reader to a study conducted by Sojourner and Antin [5]. 

This study compared the effects of simulated head-up display (HUD) and dashboard-mounted 
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digital speedometers on key perceptual driving tasks in a simulated driving environment [5]. 

Subjects viewed a videotape, taken from a driver's perspective, of a car traveling along a 

route previously memorized by the subject. In the HUD group, the speed of the car was 

indicated by a digital readout superimposed on the driving scene, thereby negating the need 

for the subject to take his/her eyes off the road. In the dashboard group, the speed of the car 

was indicated by a digital readout displayed on a small monitor located approximately 50-70 

cm from the subjects. While viewing the test scene, subjects in both groups performed tasks 

related to navigation, speed monitoring, and salient cue detection [for more details, 

see Ref. 5]. 

Perhaps not surprisingly, the results indicated that the simulated HUD speedometer 

produced generally superior performance on the experimental tasks. So, what's wrong with 

this study? Several things, many, if not all, of which could have been eliminated via human

in-the-loop simulation. First, let's consider the task of speed monitoring as it exists in the 

actual driving environment. Although subjects in this study had only the speedometer 

displays to monitor speed, a number of other cues, such as engine pitch, optical flow of the 

visual scene, flow rate of passing ground texture, and vehicle kinematics, all help to specify 

our current speed while driving in the real world. Another missing cue, and perhaps the most 

important of them all, is the driver's active control of speed via the accelerator. Surely, there 

is no better cue to speed changes than the inputs of the driver. In fact, the speedometer is not 

a really speed cue--in the true sense--but rather a display that is attended to, on occasion, with 

the purpose of confirmation. Thus, it's no wonder that subjects, who had to rely solely on 

these displays for speed information, performed better when the display was projected onto 

the driving scene (i.e., with the HUD). 

Clearly, then, the tasks of speed monitoring, navigation, and salient cue detection would 

take on new meaning in the context of human-in-the-loop vehicle simulation: natural speed 

cues would avail themselves, thereby reducing the subjects' over-reliance on the speedometer; 

attention would be directed to other components of the driving task (e.g., manual control, 

scanning other instruments); and various driving conditions (e.g., darkness, poor weather, 

etc.) would be compared. 

How would these results have changed if the two display formats were evaluated using 

human-in-the-loop simulation? It's hard to say, for sure. But by preserving the ecological 

fidelity of human-vehicle-environment interaction (Le., through simulation), we can better 

evaluate the effects of various display formats and be more confident that our findings will 

generalize to the actual vehicle system in question. Indeed, such research is needed before we 

can conclude that HUDs, and other modern vehicle amenities, are efficient and/or safe on 

the road. 
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Driver Education and Training 

While simulators offer higher levels of information and physical fidelity for design evaluation, 

they may prove to be most beneficial for driver education and training. Driver education, at 

least in the United States, consists of two main components: 1) classroom instruction of the 

"rules of the road" and other safety and efficiency facts, and 2) behind-the-wheel experience 

driving an actual car. The former emphasizes declarative knowledge (knowing what to do), 

while the latter emphasizes procedural knowledge (knowing how to do it). In theory, what is 

learned in the classroom should tran~fer to actual driving conditions. But this is not always 

the case in reality, primarily because the amount of behind-the-wheel instruction time students 

receive is relatively small and is spent mainly on basic maneuvers (e.g., turning, parallel 

parking) and driving in "normal" conditions. The result is that students often do not have a 

good understanding of many (if not most) of the dynamic properties within the driving 

environment. In addition, they get little practice driving in challenging conditions for obvious 

reasons of safety and liability. 

Simulators may provide an even better training instrument than the actual vehicles when 

they are used to allow aspiring drivers to develop and practice their skills in challenging 

conditions, such as at night, during poor weather, or when navigating an unfamiliar city. 

They can also be used to collect data on driver behaviors including eye scanning patterns, 

decision making, and risk taking; to train defensive driving skills in a safe, yet realistic, 

environment; and to assess the effects of age on driving skill and safety. 

Imagine the effects on a student, learning what it's like to have to make a sudden stop on 

wet pavement with poor brakes; and then encountering the sarne situation with better brakes, 

or at a safer speed. These are lessons that cannot be learned through rote memorization--but 

can be experienced, as well as understood, in a vehicle driving simulator. 

Summary 

Vehicle simulators have many applications for improving the safety and efficiency of the 

driving environment. However, if we are to use simulators effectively, we must gain an 

understanding of the complexity of, and relationship between, vehicle simulation systems and 

their real-world counterparts. With this understanding, many important facets of the vehicle 

design and driver education/training process can, and will be, improved upon in the 

near future. 
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Abstract: Concurrent Engineering requires a creative blend of basic research with design. 

This is particularly true for human-machine systems. Simulators provide both an opportunity 

and a challenge for basic research on human performance. Simulators provide an opportunity 

where researchers can manipulate goals, dynamics, and information in a way that will allow 

direct generalizations to operational environments. Simulators provide a challenge where 

human performance researchers must provide information with regard to critical design 

decisions --- How much realism is necessary? How can the simulator be used most effectively 

in training? 
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Introduction 

A fundamental role of the human component in complex systems (e.g., vehicular control, air 

traffic control, or process control) is to "close-the-loop." That is, the human is included in the 

system because of the unique and adaptive abilities of perception, decision making, and motor 

control. Although there have been great advances in automated control systems, the 

adaptability and generality of the human have yet to be matched by automated sensing and 

control systems. This generality and adaptability of the human controller that makes her 

attractive (if not essential in many cases) as a component within complex systems poses a 

great challenge to basic researchers interested in modeling human performance, as well as for 

system designers who need to be able to integrate across human and electro-mechanical 

components to predict and evaluate system performance. In this chapter, I will briefly 

speculate on why basic research has failed to provide models of human performance that are 

adequate to the needs of system designers. I will then offer a framework for a basic research 

program that may prove more useful for characterizing the human's role in "closing-the-loop" 
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in complex systems. An important component within this framework will be the use of 

simulation systems. 

Traditionally, psychology has parsed the problem of human performance into problems of 

perception, cognition, and motor control. Research programs have evolved that focus on one 

or the other of these components in isolation from the others. For example, those who focus 

on perception often tightly control action (e.g., fixating the head with bite boards, using brief, 

tachistoscopic stimulus presentations, or using restricted response protocols such as key 

presses). Those who study motor control go to great lengths (e.g., deafferentation) to isolate 

motor control from perception. And those who study cognition select problems (e.g., tower 

of Hanoi, missionaries and cannibals, logic theorems) with minimal perceptual and 

motor demands. 

Such strategies for studying perception and action have been successful in reducing 

complexity and allowing scientists to make inferences about the elementary cognitive 

processes that combine to control performance. However, these approaches miss the emergent 

properties that arise from the coupling of perception and action. Without an understanding of 

these emergent properties it may not be possible to integrate what we have learned about 

perception systems and action systems in isolation into a comprehensive and general theory of 

human performance. Thus, it is important not to ignore these emergent properties of the 

closed-loop, perception-action system. An active psychophysics [1,2,3] is needed to 

compliment the traditional work on passive psychophysics, perception, and 

motor performance. 

Closed-Loop Systems Framework 

One of the difficulties in moving from an approach to studying humans as isolated, open-loop 

systems to studying them as closed-loop _ systems is that in order to do so psychologists must 

relinquish control of the stimulus to their subjects. In traditional approaches, stimuli are under 

control of the experimenter. These stimuli are presented to the "subject" who makes an 

appropriate response. The response is scored, but it generally has no impact on the stimulus. 

If feedback is provided at all it's generally in terms of percent correct. An alternative, closed

loop systems approach is illustrated in Figure 1. 

In a closed-loop system the input to the sensors (i.e., perceptual system) changes as a 

consequence of actions by the effector system. Thus, whenever the human is studied in a 

closed-loop context, the stimulus is under the subject's control. In these contexts, rather than 

stimulation, the experimenter manipulates and constrains goals, dynamics and information as 

independent variables. Experimenters will also provide disturbances (e.g., wind gusts). 
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T T 
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Figure 1. The experimental context seen as a closed-loop system. 

However, although disturbances have interesting properties of their own, disturbances will 

primarily have the role of catalysts in this paradigm. 

Independent Variables: Goals, Dynamics, and Information 

Manipulation of goals dermes functionality for a given task. Goals can be provided explicitly 

or implicitly. For example, the experimenter may ask the subject to maintain a particular track 

or speed (explicit). On the other hand, the experimenter may implicitly create goals by 

introducing consequences for actions within the task environment. For example, introducing 

obstacles to define a safe path of travel. Any aspects of the task environment that has 

consequences for the subject are part of the goal structure. 

Manipulation of dynamics defines the action coupling between the actor and the 

environment- for example, specification of the control law for the subject's "vehicle." The 

world is a very different place, in terms of safe fields of travel and potential landing sites, for 

a helicopter and a fixed wing aircraft. Flach, Hagen, and Larish [4] discuss how the dynamics 

of hovering versus straight and level flight influence the pick-up of information for the control 

of altitude. For laboratory tracking tasks, McRuer',s Crossover Model is an excellent 

illustration of how performance adapts to changing constraints on dynamics [5,6]. See Flach 

[1] for a discussion of the Crossover Model in the context of active psychophysics. 

Manipulation of information defines the perceptual coupling between the actor and the 

environment --- for example, manipulating the optical texture available. Denton [7] painted 

stripes on roadways so that they got progressively closer together as they neared traffic 

circles. This produced an increasing edge rate (specifying acceleration). The result was a 

reduction in approach speeds and a reduction in accidents. A most important source of 

information for the control of locomotion, whether walking, driving a car, or piloting an 

aircraft, is optical structure (Le., invariants) within the dynamic optical flow field [8,9]. For 

example, Larish and Flach [10] compared edge rate with global optical flow rate as a source of 

information for the speed of self-motion. Global optical flow rate is an index of the global rate 
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of change of visual angle within a flowing texture field. Global optical flow rate is directly 

proportional to the velocity of the observer and inversely proportional to the distance from the 

textured surfaces. Results showed that judgments of speed reflected additive contributions 

from edge rate and global optical flow rate. A number of studies have examined altitude 

perception and control as a function of optical texture (splay versus optical density) 

[4,11,12,13,14]. 

Thus, the independent variables for an active psychophysics are goals, dynamics, and 

information. Choices of variables must be motivated by explicit analyses of task 

environments. If research is to generalize to problems of driving or of aviation, then the goals, 

dynamics, and information variables studied in the laboratory must reflect levels found in the 

natural task environments. The problem of dynamics poses an important challenge. 

Simulating the dynamics of an actual vehicle requires precise engineering. As with any control 

system, time delays playa critical role. In the laboratory, computational and transport delays 

are formidable obstacles to providing realistic dynamics [15,16]. 

It is also difficult to replicate the information found in natural environments. First there is 

the problem of understanding the many sources of information. What are the structures within 

optical flow fields that are essential to the perception of self-motion? Caird [17] discusses 

some possibly critical aspects of visual information. How important is felt motion (e.g., 

vestibular and tactile sources of information)? Second, there is the problem of reproducing the 

information within each modality. Finally, there's the problem of coordinating across the 

various modalities of stimulation. Coordinating visual displays and motion platforms and 

maintaining realistic system response (e.g., time delays) poses a tremendous challenge to 

engineering science. To the extent that engineers create the technology to meet this challenge, 

a tremendous opportunity is created for basic research in human performance. Without such 

technology, it will be difficult for a behavior science to address the many human factors 

concerns posed by the problem of designing productive and safe human-machine 

systems [18]. 

Dependent Variables: Responses, Information Consequences, and Goals 

Dependent measures, for active psychophysics, will not be exclusively responses. But to the 

extent possible we will want to measure the input and output for each of the boxes within 

Figure 1. We will want to know not simply what the actor does in terms of motor responses, 

but we will want to know the information consequences as well as the environmental (goal 

relevant) consequences of those actions. As Powers [19] has claimed, "behavior is the control 

of perception." Gibson [20] illustrates this nicely in the context of the visual control of 

locomotion. He writes, "an animal who is behaving in these ways is optically stimulated in the 
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corresponding ways, or, equally, an animal who so acts as to obtain these kinds of 
stimulation is behaving in the corresponding way" [20]. Thus, stimulation becomes a 

dependent variable. For example, we might ask a pilot to maintain an aircraft at a specified 

altitude and then measure how he makes the world look. Does he act so as to maintain global 

optical flow rate constant? Does he maintain a constant splay angle; a constant optical density? 

We are also interested in the converse relations of the consequences of information on 

action. For example, a driver may be instructed to drive at a particular speed. As 

experimenters, we can manipulate the information for speed by changing the ground texture 

(as Denton did) or by changing the distance to textured surfaces (this affects the global optical 

flow rate). Does the driver's control actions correlate with these manipulations of information? 

Finally, the experimenter may be interested in goals as dependent variables. For example, 

the subject is given the task of driving at a safe speed or of following another vehicle at a safe 

distance. What speed or distance does the subject choose? Here we can ask questions about 

preferred levels of risk. 

The relations across these measures (information, action, consequences) will be critical to 

understanding human performance. Because of the closed-loop structure, no single measure 

will be adequate. Behaviors will reflect trade-offs between information generated (exploratory 

activity) and the need to accomplish task goals (performatory activity). Because of this closed

loop structure, psychology will have to depend more on control theory for the logic of 

experiments and inferences. This logic has been used quite successfully in the area of 

vehicular control [21,22,23]. However, we are recommending it as a more general 

experimental paradigm for a wide range of perceptual and cognitive problems. It is important 

to keep in mind, however, that we are not recommending the servomechanism as a theoretical 

metaphor. Rather, we are recommending the tools of control theory for designing experiments 

and for guiding the logic of measurement and inference. For example, analysis in the 

frequency domain using the Bode space provides an important tool for relating input and 

output to infer a transfer function for a particular process. See Flach [1] for a more extended 

discussion of the use of control theory within active psychophysics. 

Summary 

Designers and engineers are often disappointed and frustrated when they seek answers from 

the behavioral science community to questions such as how realistic must the visual displays 

in our simulation be or do we need a motion base. The answers either don't exist or are so 

heavily qualified and laden with contingencies that they often raise more questions than they 

answer. Research has been tightly constrained in its abilities to manipulate and control 

variables that effect human performance. One response to these constraints has been the use of 
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reductionistic strategies that decouple perception, action, and cognition as domains of study. 

This strategy has not been totally unsuccessful. However, there is some reason to doubt 

whether the data generated by such an approach can be integrated so as to address human 

factors concerns in human-machine systems [24,25]. 

Active psychophysics is an alternative framework that is directed at the emergent 

properties of perception-action systems. Research within this framework will also be 

reductionistic. However, the dimensions along which the problem is reduced will be goal, 

information, and action constraints, rather than perception, cognition, and motor control. 

Fortunately, the promise for solutions is closely linked to a source of the concern -

simulations. Engineering advances in simulation technology (e.g., high resolution, real-time 

graphic displays) provide exactly the tools needed to conduct research within the active 

psychophysics framework. Simulation systems are ideal for controlling information, 

dynamics, and goals. Thus, there is the possibility for a concurrent and adaptive relationship 

between the engineering and human performance disciplines that will lead to the mutual 

enrichment of both fields. As a human performance researcher, I believe that the 

opportunities opened up by simulation technology may foreshadow an exciting paradigm shift 

within human experimental psychology. The result will be an experimental psychology 

whose implications for design of safe and productive human-machine systems will be direct 

an obvious, rather than post hoc an heavily qualified. 
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